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Quick preview

Domain generalization setting: generalize a segmentation model from a source domain to a 

different target domain without fine-tuning

We study the domain generalized segmentation from the perspective of segmentation formulation

 Intuitively, classification on large units (masks) should be more robust than classification on small units (pixels)

The process of grouping pixels into whole-level masks directly form pixels is challenging under distribution shifts

Classification on 

pixels

Classification on 

masks



Quick preview

… …

… …

car building

…

…

Part level

Whole level

prediction 

n1
prediction 

n2

prediction 

N

K + 

1

per-pixel binary mask loss

per-mask classification loss

………

…



Task: Domain Generalization in Segmentation

Domain generalization setting: train a segmentation model on a source 

domain, and directly test it on a different target domain without fine-tuning

Cityscapes -> ACDC generalization (normal to real adverse conditions)

Cityscapes -> Cityscapes-C generalization (normal to synthetic corruptions)



Existing Methods and Our Motivation
Domain randomization

① DGPC [Xiangyu et al., ICCV 2019]

② GTR [Duo et al., TIP 2021]

Normalization

① SAN [Duo et al., CVPR 2022]

② IBN-Net [Xingang et al., ECCV 2018]

Transformer

① Segformer [Choi et al., CVPR 2021]

② FAN [Daquan et al., ICML 2022]

Our motivation

Vision Transformer has been shown to be more robust than traditional CNNs, and 
attention in transformers can be explained as a kind of visual grouping

Can we explicitly introduce the grouping process into segmentation decoder to 
improve the robustness?



The Problem of Existing Grouping Based Semantic Segmentation

With Gaussian Noise Whole-level masks (Mask2former) Semantic results (Mask2former)

 If we already have grouped the pixels into masks correctly, we can make reliable classification, since 

the masks allow to aggregate features over large image regions

 The process to group pixels directly into (class agnostic) whole-level masks is not robust under 

distribution shifts



With Gaussian Noise

Part-level masks (Ours)

Whole-level masks (Mask2former) Semantic results (Mask2former)

Our solution: hierarchical grouping

We first group pixels into part-level masks

 Then we group part-level masks into whole-level masks

 Then we make classifications on both part-level and whole-level masks
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Our solution: hierarchical grouping

We first group pixels into part-level masks

 Then we group part-level masks into whole-level masks

 Then we make classifications on both part-level and whole-level masks

The Problem of Existing Grouping Based Semantic Segmentation



HGFormer: Hierarchical Grouping Transformer 
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HGFormer: Hierarchical Grouping Transformer 

Part-level grouping

 A kind of (local) k-means

 Cluster centers are initialized by regular grid cells

 Each pixel is only assigned one of its 9 nearby cells



Results
Cityscapes-to-ACDC generalization Cityscapes-to-other generalization

Cityscapes-to-cityscapes-c generalization

We compare with (1) previous domain generalization for semantic segmentation methods, and

(2) two representative transformer-based methods: Segformer and Mask2former, which are based on pixel 

classification and whole-level mask classification



Ablation Studies

Number of iterations in part-level classification

Comparison of part-level classification and whole-level classification, and their combination



Visualization results on Cityscapes-C
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Visualization results on ACDC



Visualization Analyses

The whole-level masks are not robust as part-level masks.

Whole-level masks

Part-level masks

Gaussian noise at different levels



Visualization Analyses

 Even use the randomly initialized weights, we can still generate some reasonable 

part-level masks (super pixels).

 The results also indicate our model has the potential for unsupervised segmentation



Conclusion

Mask classification is robust, but the process to group pixels 
into whole-level masks is not robust

Hierarchical grouping can be used to improve the robustness of 
segmentation models

The grouping based segmentation also has the potential for 
unsupervised segmentation

Code will be available at
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