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Quick Review

Hyper
Network

ℳ!,ℳ": Pretrained Networks
𝑀: Masking parameters
𝑃:  Position parameters

Two Steps

[Goal] Build a new network by connecting instead of creating.



Quick Review

Step I: Localize with Pruning
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neighborhood, and then use the local
model set as the surrogate:
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Quick Review

Step II: Insert with adaptation
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Insert

Learnable MasksFixed Weights

Feedback

The learning-to-insert process with 𝑅 is simplified 
as finding the best position:
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Background
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Main Idea
Three steps to build a hyper network:

Step I: Determine target network ℳ";
Step  II: Clone from the source networks ℳ!;
Step III: Finetune the prediction layers;



Main Idea
The key to PNC is to learn an optimal transferable module!



Main Idea

• Localize with pruning

• Insert with adaptation



• The localization can be denoted as:

• We use the local model set as the 
surrogate:

• The localization process could be 
optimized as:
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Ø Localize with pruning:
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Stepping

Ø Insert with adaptation:

• The process is simplified as finding the
best position to insert the transferable
module:
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ü While training, R is firstly set to be L−1 and then 
moving layer by layer to R = 0;

ü In each moving step, we finetune the adapter and 
the corresponding fully connected layers.



Cloning in various usages

[Scenario I] Partial network cloning is a better form for information transmission.

When there is a request for transferring the networks, it is better to transfer the cloned network 

obtained by PNC as to reduce latency and transmission loss.

[Scenario II] Partial network cloning enables model zoo online usage.

In some resource limited situation, the users could flexibly utilize model zoo online without 

downloading it on local.



Experiments

# Overall performance on partial network cloning on MNIST, CIFAR10, CIFAR100 and Tiny-ImageNet datasets



Experiments

# The similarity matrix maps. #The performance with different scales



Thanks for Watching !

Presenter: Jingwen Ye
Feel free to contact me: jingweny@nus.edu.sg

h"p://www.lv-nus.org/

http://www.lv-nus.org/

