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Stage 1: Motivation
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Video-language Pretrain Framework

ActBert, CVPR’20

3D CNN + Faster RCNN + ActBERT

ClipBert, CVPR’21

2D CNN + BERT + CT

First look at these video-language pretrain framework
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Video-language Pretrain Framework

MERLOT, ICML’21
VIOLERT, Arxiv’21

2D CNN + LE + CT Video Swin + VAE + LE + CT



• Video-language Pretrain is never an easy thing due to:
• Optimize at least 3-4 networks. (hard to train)
• Large flops. (unaffordable)
• Large-scale data (hundreds of millions videos=tens of billions-level frames).
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Video-language Pretrain

Our Motivation: Conduct e2e pretrain with only 1 network with limited flops 
& limited frames (sparse sampling).
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Perform Modality Interaction

Get rid of:

strong and deeper 
text/vision encoder

train multiple 
networks with too 
many hyperparameters
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Compare with previous SOTAs



Stage 2: Methodology
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(a). The framework of Temporal Token Roll Transformer (!!RT)

Fig.2: Model overview. For simplicity, we don’t show the normalized layer.
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Temporal Token Rolling Layer

A boy is 
singing a song 
in front of 

stage.

Modality interaction
require both short-term
and long-term reasoning.
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Parameter-free



Stage 3: Experiments
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PT & FT Setting
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PT data:
(1). 𝐴𝑙𝑙 − 𝑖𝑛 − 𝑜𝑛𝑒: Webvid-2.5M, Howto100M  (132.5M video-text pairs, 2 days on 128 
GPUs)
(2). 𝐴𝑙𝑙 − 𝑖𝑛 − 𝑜𝑛𝑒*:  Webvid-2.5M, Howto100M  &YT-Temporal 180M (312.5M video-text 
pairs, 1 week on 128 GPUs)

Pretrain 400K steps on 128 NVIDIA A100 GPUs with a batch size of 2,048; Adam. 
Warm up 0.1

Pretrain

Fine-tune

four popular video-and-language tasks:
text-to-video retrieval, video question answering, multiple-choice and visual commensense reasoning 
across 12 different datasets.
Other tasks include: action recognition, image QA, image-text retrieval.



Video Image Co-training (All-in-one+)



Video-Question Answering
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Open-ended VQA:
Select 1 answer from N(1600/3100) candidates.
Multiple Choices VQA:
Question & Answers are both sentences.



Video-text Retrieval



Multiple-Choice & Visual  Commonsense Reasoning 
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Color Mask:



Action Recognition
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Cloze evaluation



Image Video Co-training Visualization



• 1. The first e2e early-fusion (independent encoder free) one-stream 
framework in video-language pretrain, with almost 50% parameters and 
30% flops among existing pretrain framework.

• 2. A novel parameter-free Temporal Token Rolling for temporal alignment.

• 3. With 3 frames input, T2RT leading to competitive even better results 
previous sota results (16+frames) on 4 benchmarks. 

• Release a simplest codebase for video-language pre-training.
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Contribution



Code
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Thanks & QA!


