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Overview

Task
• Novel Class Discovery (NCD) aims to discover new classes in an unlablled dataset with 

the latent common knowledge transferred from another class-disjoint labelled dataset.

Contributions
• Propose two symmetric Kullback-Leibler divergence (sKLD) based constraints from both 

inter-class and intra-class perspectives to learn more discriminative features for NCD.
• The proposed constraints achieve state-of-the-art results on three benchmark datasets.



Problem Definition

The NCD setting [1].

Novel Class Discovery (NCD)
• Goal: Discover new classes in an unlablled dataset with the latent common 

knowledge transferred from another class-disjoint labelled dataset.
• Essence of NCD: The set of labelled categories is related but non-overlapped 

with the set of unlabelled categories.



Motivations

Overview of UNO [2].

• Current single-stage based methods [2, 3] overlook the disjoint characteristic 
between labelled and unlabelled classes.

• Some previous methods [4, 5] employ the MSE as consistency regularization, 
which cannot perform well in practice.



Inter-class Symmetric KLD Constraint
• Enlarge the distance between each labelled sample 

and each unlabelled sample in a mini-batch.

Intra-class Symmetric KLD Constraint
• The distance between any two probability 

distributions of different augmentations of the 
same image should be small.

Method

Overall Objective
• Maximize the inter-class sKLD and minimize 

the intra-class sKLD simultaneously.



Datasets
• Three datasets: CIFAR10, CIFAR100 and ImageNet.

• Assume the number of classes in the unlabelled subset is known a priori.

Evaluation Metric
• Evaluation protocols: Task-aware and task-agnostic
• Evaluation criterion: Average clustering accuracy (ACC)

Experimental Setup

Details of dataset splits used in the experiments. 



Symmetric KLD vs. MSE for Intra-class Constraint

Symmetric KLD Constraints
• Extra evaluation criteria: Normalized mutual information (NMI) and adjusted rand index (ARI)

Ablation Study



Results on Task-aware Protocol

Results on Task-agnostic Protocol

Comparison with State of the Arts



Visualization

t-SNE Visualization

Confusion Matrix on Task-aware/-agnostic Protocol 



Conclusion

• We propose to model both inter-class and intra-class constraints built on the symmetric 
Kullback-Leibler divergence (sKLD) for novel class discovery (NCD). 

• We conduct extensive experiments on four popular benchmarks and show that our method 
could outperform the existing state-of-the-art methods by a large margin.

• From the experimental results, we have the following findings: (1) making use of the disjoint 
characteristic between the labelled and unlabelled classes, i.e., constraining an inter-class 
constraint, is important and effective for NCD; (2) using a slacker sKLD measure instead of the 
MSE for constraining the intra-class constraint is reasonable and beneficial to NCD.
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Thanks

Paper: https://arxiv.org/abs/2210.03591

Code: https://github.com/FanZhichen/NCD-IIC
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