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Motivation

Large ViTs :

benefit a lot from self-supervised pre-training

Tian, Yunjie, et al. "Integrally Pre-Trained Transformer Pyramid 
Networks." arXiv preprint arXiv:2211.12735 (2022).

Lightweight ViTs :

self-supervised methods fall behind supervised distillation



Motivation Single-stage distillation

Classification

Semantic segmentation

Supervised distillation: task-specific knowledge

Unsupervised distillation: task-agnostic knowledge

SEED: Self-supervised Distillation For Visual Representation



Method G2SD: generic-to-specific distillation 

(1) Task-agnostic knowledge Transfer                            (2) Task-specific Representation Configuration 



Method

(1) Task-agnostic knowledge Transfer

G2SD: generic-to-specific distillation 



Method

(2) Task-specific Representation Configuration 

G2SD: generic-to-specific distillation 



ExperimentExperiments

Classification accuracy on the ImageNet
Detection performance on MS COCO segmentation performance on ADE20k



ExperimentExperiments: Ablation Studies

Single-stage vs. Two-stage



ExperimentExperiments: Robustness

Occlusion Invariance ImageNet variants



ExperimentExperiments: Analysis

Representation Similarity with  teacher



Thank you for your attention!
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