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• Motivation: We aim to train universally slimmable self-supervised networks that can run at 
arbitrary width to facilitate downstream deployment. 

• Challenge: The self-supervised scenario is quite different and directly replacing the supervised 
loss with self-supervised loss does not work.

• Our Solution: 
 We discover that temporal consistent guidance is the key to the success of SSL for universally 

slimmable networks, and we propose three guidelines for the loss design to ensure this 
temporal consistency from a unified gradient perspective.

 We also propose dynamic sampling and group regularization to simultaneously improve 
accuracy and training efficiency.
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Background and motivation

• With the success of self-supervised learning (SSL), it has become the mainstream paradigm to 
fine-tune from self-supervised pretrained models to boost the performance on downstream tasks.

• (Universally) Slimmable networks can switch freely among different widths by training only once.

• Driven by the success of SSL and slimmable networks, a question arises: Can we train a self-
supervised model that can run at arbitrary width?

Less label 
dependency!

Better 
performance！



Background and motivation

• We find that the naive solution (replacing the supervised loss with self-supervised loss) doesn’t 
work directly after empirical studies.

SimSiam + S-Net: Model collapse
SimSiam + US-Net: Still far from individually trained networks.

A big gapcollapse



• SimSiam / BYOL: Maximizing similarity between positive samples

• SimCLR / MoCo: Contrast with negative samples

• (Universally) Slimmable Networks: Base Network Training + Sub-Network Training

Preliminary



• Our method

US3L: Universally Slimmable Self-Supervised Learning



Temporal Consistency

• MSE is not robust to changes in the output whereas InfoNCE is stabilized by distances from 
other samples. 

MSE

InfoNCE



The Proposed Three Guidelines

1. The base loss is based on the relative distance to produce temporal consistent outputs of the 
base network.

2. The distillation loss is based on the relative distance to produce temporal consistent guidance for 
sub-networks.

3. A momentum teacher is used to produce stable guidance for sub-networks.



Dynamic Sampling and Group Regularization

• Dynamic Sampling:
 It is unnecessary to introduce the training of sub-networks

at the beginning.
 The training of sub-networks should be gradual.

• Group Regularization: 
 In the training of US-Net, the majority of the weights will be 

concentrated on the earlier channels.
 We propose group regularization by giving more degrees of 

freedom (smaller coefficients) to the later channels.

[1.0, 1.0] →[0.75, 1.0]→[0.5, 1.0]→[0.25, 1.0]



Experimental  Results

• Our method achieves higher accuracy consistently than baseline methods, with much less training 
cost. 

• Even comparable with SEED, which requires pretrained teacher and individual training.



Application to Vision Transformers

• Effectiveness when applied to vision transformer?  Yes.



ImageNet and Transferring Experiments

• US3L achieves better performance at all widths with only once training and one copy of weights.

• Similar trends are observed when transferring to downstream classification tasks.



Downstream Object Detection

• As we decrease the width, our advantages over the baseline counterpart BYOL will be 
further expanded.

R-18 FPN R-50 FPN



Ablation studies

• Experimental results are in full agreement with the proposed three guidelines.
• Consistency should not only exist between iterations, but also across sub-networks.
• The use of an auxiliary distillation head will result in consistent improvements.
• ……



Ablation studies

• Dynamic sampling and group regularization both improves the accuracy for various backbones.

• Our dynamic sampling strategy can be used alone or combined with the sandwich rule.



Conclusions

 We discovered significant differences between supervised and self-supervised learning when 
training US-Net. Based on these observations, we analyzed and summarized three guidelines 
for the loss design.

 We proposed a dynamic sampling strategy to reduce the training cost without sacrificing 
accuracy, which eases coping with the large data volumes in SSL.

 We analyzed how the training scheme of US-Net limits the model capacity and proposed
group regularization.

 Exhaustive experimental results further show that our US3L achieves better performance on 
various benchmarks at all widths.




	SSQL分享
	Slide Number 2
	Slide Number 3
	Slide Number 4
	Slide Number 5
	Slide Number 6
	Slide Number 7
	Slide Number 8
	Slide Number 9
	Slide Number 10
	Slide Number 11
	Slide Number 12
	Slide Number 13
	Slide Number 14
	Slide Number 15
	Slide Number 16
	Slide Number 17
	Slide Number 18

