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• Image captioning with multiple sources of input 
image encodings (or views)
• Detected objects, image grid features, text 

descriptions,……

• How to efficiently leverage these views?
• Regard each view as an augmentation of the input image

• Encode each view with a shared encoder independently

• Add a contrastive loss across views

• Improve computation, parameter, and label efficiency

• How to effectively leverage these views?
• Our proposed hierarchical decoder layer

• CrossAttnLV1 models the effectiveness of each view

• CrossAttnLV2 adaptively aggregates each view according 
to their effectiveness
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Summary



Problem Statement

• Vision and language tasks (e.g. image 
captioning)
• Multiple sources of input image encodings (or 
views) from different pre-trained models

• E.g. detected objects, image grid features, 
retrieved texts

• Encode-decoder transformer model

• How to efficiency encode these views?
• Concatenation of views: computationally 

inefficient 𝛰 𝑉2

• Train a separate encoder for each view: 
Parameter inefficient 𝛰 𝑉

• Transformer models are intrinsically data-
hungry: Label inefficient

• How to effectively decode these views?
• Different views have different noise levels
• When predicting the next word of sofa

• Object detector may fail to detect sofa

• Down weigh the view of detected objects

• Leverage other views with sofa info

• Adaptively weigh each view according to their 
effectiveness
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How to encode views efficiently

• Regard each view as an augmentation of 
the input image

• Just like what we do with data 
augmentations
• Encode each view independently
• Computational efficiency

• 𝛰 𝑉2 ⇒ 𝛰 𝑉

• Encode each view with a shared encoder
• Parameter efficiency

• 𝛰 𝑉 ⇒ 𝛰 1

• Contrastive loss across views

• Help representation learning

• Label efficiency

• Novel semi-supervised training
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How to decode views effectively

• Our proposed hierarchical decoder layer 
adaptively aggregates the views 
according to their effectiveness

• CrossAttnLV1

• Aggregate within each view at the token level 
individually

• Model the effectiveness of each view

• CrossAttnLV2

• Aggregate across views at the view level 
jointly

• Adaptively aggregate each view according to 
their effectiveness
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Main results
• Setting
• MS-COCO dataset

• HAAV is a trained-from-scratch small model

• Results
• Compared with other large-scaled pre-trained 

larger models

• HAAV achieves comparable and usually better 
performance.
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• Setting
• Supervised learning: Flickr30k dataset

• Semi-supervised learning (SSL)

• Labeled : Flickr30k dataset

• Unlabeled: MS-COCO images

• Results
• Compared with other trained-from-scratch 

small models

• HAAV achieves substantial improvement

• HAAV + SSL achieves additional improvement



Analyses for efficiency

• HAAV has better computation, parameter, and 
label efficiency

• Despite being more efficient, HAAV achieves 
the best performance

• We do not sacrifice performance in pursuit of 
efficiency
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Analyses for effectiveness

• Mask out dog in one of the input views
• Measure the attention weight at the step of 

generating “dog”

• The attention weight toward the masked view 
drops consistently across heads
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Adaptively weigh each view according to their effectiveness

• Add random noise to a view
• Measure the attention weight at each caption 

generation step

• The attention weight toward the noised view 
drops consistently across generation steps



🎉 Thank You 🎉
• More details of HAAV can be 

found in the paper
• We release our code, and the 

augmented views
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