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Stage 1: Motivation

2



Architectures in vision-language pre-training
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Architectures in vision-language pre-training

OSCAR, ECCV’20 UNITER, 
ECCV’20

Transform Image Into Region Features with Faster-RCNN

Input Region Features and Bounding Box (position) together as visual signals 

Related Works in Vision-Language Pre-training: (2 years ago)
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Architectures in vision-language pre-training

Anderson et al. Bottom-up and top-down attention for image captioning and visual question answering[C, CVPR, 2018.

Related Works in Vision-Language Pre-training: (in 2 years)

Input Raw-Pixel Image without Position Information Directly



Motivation
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Bring Position-information into these end-to-end models, and keep fast inference time for 
downstream tasks at the same time. 

Slow In Inference
Good at Visual 
Grounding

Fast In Inference
Bad at Visual 
Grounding

Fast In Inference
Good at Visual 
Grounding



Stage 2: Methodology
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Block Tag

Position-guided Text Prompt



Stage 3: Experiments
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Ablation & More Analysis
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Architecture Variations Pretext task or prompt?



Experiment
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For Retrieval Task

Zero-shot results (trained on 4M data) even comparable with CoCA (1.8B data)



Experiment
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Visualization



Project Website
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