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Cross-domain Object Detection

Concepts

Cross-domain Object Detection (CDOD) aims to adapt a detector
from label-rich source to label-scarce target domains.

Labeled Examples
（Source domain）

Unlabeled Examples
（Target domain）
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Harmonious Teacher

Motivation

q Challenges of Self-training in CDOD

• Adopt the classification score to select pseudo labels.

• Hard thresholding for selecting confident pseudo-labeled instances.

q Harmonious Teacher 

• Harmonious Model Learning

• Regularizing the consistency of the classification prediction and the localization score 

when training the detection model.

• Harmonious Sample Reweighting

• All pseudo-labeled samples can contribute to the model training based on prediction qualities

• The hard threshold is not needed anymore.
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Object Detection

Object detection aims to recognize and localize objects in images simultaneously.

Image ! ∈ ℝ$×&×'
Input-target pairs

Formulation

Bounding Boxes



Object Detection

Applications

• Autonomous driving
• Image retrieval
• Video understanding
• Robotics
• Security etc.

Image credit: Applications of Object Detection System

Activity Recognition

Optical Character Recognition Driving Vehicles

Smile Detection Robotics

Image Search Tracking People



Object Detection

Challenge
• Diverse objects (small-scale, occlusion, pose, unknown)
• Versatile environments (background variation, weather, illumination, view-point)
• Data Uncertainty (Lack of annotation, weak annotation, distribution shift)

Deploying deep model in a novel domain leads to performance degradation due to domain gap.

Domain Gap Performance Degradation
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Cross-domain Object Detection

Related Works

• Domain Alignment
• Adversarial Training (AT)
• Foreground-aware AT
• Conditional AT
• Prototype Alignment
• Disentanglement
• Style Transfer

• Self-training
• Mean Teacher
• Uncertainty Estimation



Self-training

Pseudo Labeling in Object Detection

1. Predictions of teacher network.

2. Non-Maximum Suppression

3. Score-based thresholding

4. Label Assignment



Harmonious Teacher
Motivation; Method; Experiments



Harmonious Teacher

Motivation

q Challenges

• Adopt the classification score to select pseudo labels.

• Inconsistency between classification and localization scores.



Harmonious Teacher

Motivation

q Challenges

• Hard thresholding for selecting confident pseudo-labeled instances.

• Ignore the valuable hard examples to the model training.
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Harmonious Teacher
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when training the detection model.

• Harmonious Sample Reweighting

• All pseudo-labeled samples can contribute to the model training based on prediction qualities
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Harmonious Teacher

Harmonious Model Learning 

q Improve the consistency of the classification and the localization score

q Supervised Harmonious Learning in the Source Domain

q Unsupervised Harmonious Learning in the Target Domain

• pick the maximum IoU as a substitute of GT-IoU.



Harmonious Teacher

Harmonious Sample Reweighting 

q Harmonious Measure

• It considers the joint quality from classification and localization branches.

• It stands for the harmony between scores from classification and localization branches.

q Harmonious Weighting

q Overall Objective



Harmonious Teacher

Experiments

q Implementation Details: FCOS, VGG16, PyTorch



Harmonious Teacher

Results

q Cityscapes to FoggyCityscapes



Harmonious Teacher

Results

q Ablation Studies



Harmonious Teacher

Results

q Qualitative Results
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