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Introduction

• Existing semantic correspondence datasets mainly focus on one-to-one object matching. 

• However, it is not suitable for real-world applications. 
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Introduction

• MISC210K Dataset: 

• 218,179 image pairs across 34 object categories. 

• Multi-to-multi matching cases. 

• More complicated annotations, larger scale, and more challenging variations. 
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Introduction

• Dual-Path Collaborative Learning (DPCL) Pipeline:

• Extract discriminative features. 

• Alleviate uncertainty in the number of matching keypoints. 

• Handle occlusion and interlacing. 



MISC210K Dataset

• Task Definition and Design Protocols:  



MISC210K Dataset

• Category and Image Selection:



MISC210K Dataset

• Category and Image Selection:



MISC210K Dataset

• Category Keypoint System Definition:



MISC210K Dataset

• Human-machine Collaborative Annotation:



MISC210K Dataset

• Statistics and Examples:
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DPCL
• Dual-Path Collaborative Learning (DPCL) Pipeline:

• Feature extraction backbone: ViT-B pre-trained with iBOT strategy.

• Transformer decoder: 6 cascaded transformer blocks for generating 4D cost volume.

• Semantic correspondence branch: employs a sigmoid block, non-maximum suppression, and 

static thresholding to obtain final predictions. 

• Instance segmentation branch: enables the grouping of same-instance matching key-points.



Experimental Results

• Baseline evaluation:



Experimental Results

• Challenges and Visualizations:
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Future Direction

• Unseen Key-point Discovery

Training Validation/Testing



Future Direction

Matching Closed-loop Constraint Correspondence based Recognition Tasks
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