


Problem
vHow to scale up kernels in 3D?

Small kernel Large kernel
• More informative context
• Better shape prior
• …



Difficulties
ØCubically increasing overhead

Larger kernel
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Difficulties
ØSparsity slows down the optimization

Empty area fails to be updated in backward process



Our Solution
ØLinear Kernel Generator

Linear Kernel
Generator

Non-empty
positions

Non-empty
Weights

ü Constant amount of learnable params,
not increase along with the kernel size;

ü Layer-wise sharing generator makes it
friendly to optimization process.



Our Solution
ØPre-aggregation

Local offset

The overlap area is processed repeatedly!



Our Solution
ØPre-aggregation

Global coordinate Pre-aggregation with global coordinate makes 
the overlap area reusable!



Our Solution
ØFull pipeline of LinK

Pre-aggregation Global to Local



Our Solution
ØNetwork Architecture

(a) Architecture of the LinK-based backbone; (b) the constructed network for 3D 
semantic segmentation; (c) the constructed network for 3D object detection. 



Experiment: Detection



Experiment: Segmentation



Experiment: Ablations
qHow does large kernel work?

ü Large objects benefit greatly.

qThe influence of kernel size



Visualizations



Visualizations



Thanks!
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