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A novel framework for radiology report generation that focuses on extracting and distilling multi-
level information and multiple injected knowledge. 

KiUT encodes images with the extrinsic and intrinsic relationships among image regions and 
decodes words by an injected knowledge distiller. 

A novel U-connection schema to exploit the interaction between the encoder and decoder, which is 
unprecedented for other architectures in such a cross-modal scenario. 

Future work: sophisticated knowledge constructing and structured report template filling solutions.




