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Preview of Our Work (FineTrack)
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Background
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Motivation

Our method focuses on different local details of targets, which is illustrated in (c). Fine-grained global and 

local representations complement each other and jointly describe appearance. When the target is occluded, our 

method can still identify it according to visible parts, similar to human judgment.
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Flow Alignment FPN (FAFPN) 

To obtain fine-grained features, we employ the Flow Alignment Module (FAM) to generate semantic flow 

among feature maps of different resolutions. The semantic flow can guide alignment and eliminate spatial 

dislocation among feature maps from different scales. Furthermore, we utilize the FAM to optimize the aggregation 

process of FPN and then construct a Flow Alignment FPN (FAFPN).
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Multi-head Part Mask Generator (MPMG)

We divide the input feature maps into blocks along their channel dimension, and each block can be considered 

as a different mapping of the target feature. These feature maps are fed into Multi-head Part Mask Generator 

(MPMG) to generate different part masks of the target without Ground Truth.
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Shuffle-Group Sampling (SGS)

We construct the Shuffle-Group Sampling (SGS) training strategy. Different from random sampling, SGS 

adopts sequential sampling to group video frames and disrupts the order of grouped data to reduce convergence 

fluctuations. In this way, targets in the same batch hold positive samples with the same identity, thus alleviating the 

problem of imbalanced positive and negative samples caused by random sampling. 
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Training Loss

Due to the peculiarities of multi-branch structures, using only classification loss and Triplet loss does not 

ensure that the model focuses on different parts of the target. To avoid multiple branches gazing at similar details, 

we employ the diversity loss to distance different part features of the same target:

The purpose of diversity loss is intuitive, which is to keep the cosine similarity between different part features 

of the same target as low as possible. We combine the above losses into a final training loss:

where α, β and γ are used to adjust the proportion of different losses and we set α = 0.5 ∗  K, β = 0.3, γ = 2.
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Inference

Based on ByteTrack, we add a method similar to DeepSort that calculates Re-ID features into feature distance 

matrix. It is worth mentioning that we concatenate part features of targets with global features as Re-ID features.
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Comparison with the State-of-the-art Methods



Thanks for listening


