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Flexible Document Model (FlexDM)

Our work: solve many design tasks in a single model
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Key Idea of FlexDM

Multi-modal masked field prediction as a unified interface
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FlexDM Results

Input Output
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● A data format for making visual design (e.g., banner by Photoshop)
● Consists of a set of visual elements (+ global info) [Yamaguchi+, ICCV’21]
● Scalable, editable, human-interpretable

Vector Graphic Document

https://arxiv.org/abs/2108.01249
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Design Tasks in Iterative Design Process
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Design Tasks in Iterative Design Process

● High variety of possible actions
● Complex interaction between multi-modal elements

→ We handle design tasks in a principled manner
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Masked Field prediction (MFP)

● Predicting arbitrary number of fields hidden by [MASK]
● Challenges

○ How to encode/decode various type of fields?
○ How to handle larger number of fields?
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Network for Masked Field Prediction (MFP)

E: encoder
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Network for Masked Field Prediction (MFP)

E: encoder, T: Transformer encoder
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Network for Masked Field Prediction (MFP)

E: encoder, T: Transformer encoder, D: decoder



12

● Various type of fields → attribute-specific enc. and dec.
● Large number of fields → consider interaction only in element-level

Challenges and solutions in MFP
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Training
1. In-domain pre-training (15% random masking)
2. Explicit multi-task learning for target design tasks

Loss: reconstruction error
Preprocess
● Quantization for numerical attributes
● Feature extraction using pre-trained models for image and text

Training FlexDM
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Attributes Prediction (ATTR)

Input Output
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Texts Prediction (TXT)

  

Input Output
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Element Filling (ELEM)

  

Input Output
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Quantitative Evaluation in Crello

1. Much better than baselines
2. Almost close to task-specific expert
3. Both components are important
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● Masked field prediction (MFP) as a unified interface
● A model handling larger number of fields and tasks efficiently
● Promising performance in various documents (e.g., banner, web, ...)

Summary

Check codes and more results at 
https://cyberagentailab.github.io/flex-dm/


