
1

Low-Light Image Enhancement via 
Structure Modeling and Guidance

Xiaogang Xu1, Ruixing Wang2, Jiangbo Lu3
1Zhejiang Lab 2Honor Device Co., Ltd. 3SmartMore Corporation

Paper Tag: WED-AM-159



2

Preview of This Work
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Low-light Enhancement

Low-light enhancement:
l Enhance the illumination and suppress the noise
l Previous methods focus on appearance modeling
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Low-light Enhancement

With only appearance modeling:
l Will result in blurry outcomes and low SSIM
l We need structure modeling
Input Image With Appearance Modeling Structure Modeling

With Appearance &
Structure Modeling



5

The challenges in structure modeling for low-light images:
l Highly ill-posed
l The influence of multiple degradations, e.g., noise

Low-light Enhancement

Edge
detection
approach Noisy outcomes

Not suitable for
helping appearance
modeling
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Our Framework

In this paper, we:
l propose a new framework for low-light enhancement by conducting 

structure modeling and guidance simultaneously.

l design a novel structure modeling method, where structure-aware 

features are formulated and trained with a GAN loss.

l formulate a novel structure-guided enhancement approach, for 

appearance improvement guided by the restored structure maps.
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Our Framework
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Our Framework
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Structure Modeling is implemented with a StyleGAN backbone, 𝐼6 = 𝒮 𝐼 = ℱ(𝒢 𝐼 )
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Structure-Aware Feature Extractor (SAFE)
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Modify the encoder of StyleGAN for structure modeling:
l Compute gradient maps from features
l Spatially-varying feature extraction based on features and gradient maps
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Structure-Aware Feature Extractor (SAFE)

Modify the encoder of StyleGAN for structure modeling:
l Compute gradient maps from features
l Spatially-varying feature extraction based on features and gradient maps

(1)	Obtain	the	feature	gradients

(2)	Spatial-varying	feature	extraction

(3)	Long-short-range	feature	fusion

(4)	Fusion	from	different	directions
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Structure-Aware StyleGAN Generator (SAG)
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Equipped with SAFE, we formulate SAG:
l The features from SAFE as 𝑓! , 𝑖 ∈ [1, 𝑁]
l Obtain w space of StyleGAN as 𝑤 =ℳ" 𝑧 =ℳ" ℳ#(𝒫(𝑓$))
l Feed the structural information into the generator’s different layers
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Structure-Guided Enhancement Module (SGEM)

SGEM can also be implemented as a U-Net:
l We denote SGEM as ℰ
l The enhancement is denoted as 1𝐼 = ℰ 𝐼% ⊕ 𝐼 𝐼& + 𝐼%
l The structural information is inserted via Structure Guided Convolutions 

(SGC) and Structure Guided Normalizations (SGN)

� ��

z

��

�

��

+��(��)
−��(��)

−��(��)

+��(��)

+�
+��(��)

−�
+��(��)−�

−��(��)

+�
−��(��) LRE

∇ℱ�
�, ℱ�

�
LSR-F

∇ℱ�
�, ℱ�

�

Grad-F

ℱ�
�

∗ IN

SGC

× +

SGN

SRE
∇ℱ�

�, ℱ�
�

(a) Appearance Modeling �� = �(�)

(b) Structure Modeling �� = �(�) = � ℱ(�) , ℱ =  ℳ�,   ℳ�,    ∇ℱ�
�, ℱ�

� ,   (∇ℱ�
�, ℱ�

�),   (∇ℱ�
�, ℱ�

� ,   ℱ�
�, � ∈ [1, �]}

(c) Structure-Guided Enhancement � = ℰ(�� ⊕ � ��) + ��

w +

� ℳ�

ℳ�

�
��, � ∈ [1, �]

��

��
� �� = ��,�(��

�)

��

�� ��

��,�(��
�)

�(��) ��+1

∇�′�, �′�

∇��, ��
∇ℎ�, ℎ�

��+1

ℱ1 ℱ2 … ℱ�



13

Loss Functions

Loss for appearance modeling:
l The loss is computed at both the pixel level and perceptual level

Loss for structure modeling:
l Consists of regression loss and GAN loss
l The GT is obtained via edge detection in normal-light data



14

Loss Functions

Loss for SGEM:
l The loss is computed at both the pixel level and perceptual level

Overall Loss:
l The weighted sum of different loss functions
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Experiments

Evaluation in sRGB Domain: Quantitative analysis
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Experiments
Evaluation in sRGB Domain: Qualitative analysis
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Experiments

Evaluation in RAW Domain
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Experiments: Ablation Study

Ablation Settings

1. “Ours w/o 𝓐”: remove the module of 𝓐, only input image and the structure map are set as the input of ℰ

2. “Ours w/o 𝓢”: remove the module of 𝓢, the structure of two concatenated networks for appearance modeling

3. “Ours w/o 𝓕”: replace SAFE with traditional encoder for the StyleGAN

4. “Ours w/o 𝓖”: remove the Structure-Guided Feature Synthesis in ℰ, set output of 𝓢 as input of ℰ

5. “Ours w/o S.G.”: use other edge prediction network to implement 𝓢

6. “Ours w/o GAN”: train 𝓢 without GAN loss
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Experiments: Ablation Study

Results of Ablation Study
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Experiments: Evaluation for Structural Modeling

Metrics:
l The cross-entropy (CE) between the prediction and the ground truth
l The 𝐿' distance between the prediction and the ground truth
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Experiments: Evaluation for Structural Modeling

Qualitative analysis:
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Experiments: User Study

User study from multiple dimensions with 100 participants

1. Are the details easy to perceive?
2. Are the colors vivid?
3. Is the result visually realistic?
4. Is the result free of overexposure?
5. Is the result free of noises?
6. What is your overall rating?
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Experiments: User Study
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