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Contributions
• Propose a unified framework, GP-VTON,  for diverse virtual try-on scenarios.  
• Propose LFGP warping module for semantic-correct garment deformation.
• Introduce DGT training strategy for distortion-free garment deformation.
• Outperform existing SOTAs on two virtual try-on benchmarks.
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Task Definition
• Given a source person and a target garment, image-based virtual try-on aims to 

transfer the garment onto the specific person. 
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Ø Motivation

• Exploit global parsing to combine different local warped results
• Exploit local warping flow for semantic-correct deformation

• Introduce a novel training strategy for distortion-free deformation
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LFGP Warping Module
• LFGP Warping Module consists of a person encoder, a garment encoder and  

cascade local-flow global-parsing estimation blocks.   



LFGP Warping Module
• Each LFGP estimation block consist of the two flow estimation blocks and one 

parsing estimation block.   



LFGP Warping Module
• The flow estimation block takes as inputs the person feature, garment feature and 

the previous estimated flow, then outputs the current estimated flow .   



LFGP Warping Module
• The parsing estimation block takes as inputs the person feature, garment feature and 

the previous estimated flow, then outputs the estimated parsing.   



DGT Training Strategy
• Out DGT training strategy dynamically penalized the overlapping region in 

warped garment according to the wearing style of the person image.   

• Red region: the warped result will be penalized and the 
gradient will be backpropagated.

• Green region: the warped result will be neglected and the 
gradient will be truncated.
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• Out DGT training strategy dynamically penalized the overlapping region in 
warped garment according to the wearing style of the person image.  

• Red region: the warped result will be penalized and the 
gradient will be backpropagated.

• Green region: the warped result will be neglected and the 
gradient will be truncated.
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• Quantitative Comparisons on VITON-HD and DressCode dataset   
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Experiment Results
• Ablation Study

• Hight-width Difference Metric: 𝑅!"## = |𝑅$%&'(! − 𝑅#)%*|
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