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Background
q AI shown desirable performance for
high-quality (HQ) medical images,
yet fail to generalize on low-quality
(LQ) images [Nagendran et al., 2020].

• Real-world deployment example from
Google [Beede et al., 2020].

• Research study of LQ fundus images
[Liu et al., 2022].
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Background
qMedical image degradations can
significantly affect diagnostic semantics
of images:

Influence vessel area calculation. Shade anatomical retinal structures,
generate lesion-like artifacts. 

IMAGE QUALITY MATTERS

• It can raise potential false abnormalities.

• It can affect diagnostic measurements.
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Motivation
q Image Quality Assessment

• Reject “Bad”/ungradable/LQ samples [Fu et al., 2019], but sub-optimal [Yii et al., 2022].

q Image Enhancement
• Improve image quality, but costive [Shen et al., 2020] and boost marginally [Liu et al., 2022].

q Multi-task Learning
• Explore correlations between diseases and tasks [Che et al., 2022], but ignore the potential
benefits from quality information.

We raise the concept of Image Quality-aware Diagnosis (IQAD), 
aiming to leverage LQ images and corresponding image quality labels 

to boost disease diagnosis performance.
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Challenges
q Non-direct relationship between image quality and diagnosis.

Original Images Diagnosis Focus Degradation Area

MovementSegmentation Shadow

q Limited granularity of binary or multi-class quality annotations.
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Proposed Method - Overview
q We propose a meta-knowledge co-embedding network (MKCNet) to tackle IQAD.
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Proposed Method – Stage I
q Task Net𝑴𝜽

Learning objective: 𝓛𝜽 = 𝓛𝑫 𝑴𝜽
𝒅 𝒙 , 𝒚𝒅 + 𝓛𝑸 𝑴𝜽

𝒒 𝒙 , 𝒚𝒒 + 𝓛𝛀 𝑴𝜽
𝝎 𝒙 , 𝒚𝝎 Eq. (1)

• Meta-knowledge assistance block (C) explicitly
leverage 𝑓(

) via extracting useful information to
diagnose.

• Three task branches for learning the image
quality label 𝑦* , diagnosis label 𝑦+ , and
auxiliary label embedding 𝑦).

• 𝑦) contains desired information related to
quality and diagnosis, being optimized by Meta
Learner.

• Global attention block (G) helps to instruct a
generalizable 𝐹(.
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Proposed Method – Stage II
q Meta Learner𝑴𝝓

-𝜃 ≔ 𝜃 − 𝛼∇([ℒ, 𝑀(
+ 𝑥 , 𝑦+ + ℒ- 𝑀(

* 𝑥 , 𝑦* +
ℒ. 𝑀(

) 𝑥 , 𝑦) ]

𝜙 ≔ 𝜙−𝛽∇([ℒ, 𝑀(
+ 𝑥 , 𝑦+ + ℒ- 𝑀(

* 𝑥 , 𝑦* +
ℛ(ℬ𝑦+,*(𝑀0 𝑥 )]

• Design the joint-encoding masking to ensure the
semantics of 𝑦).

𝑦) = ℬ𝑦+,*(𝑀0 𝑥 )

1. Pseudo update (Eq. (3)):

• Adopt meta-auxiliary learning to enable meta learner
optimize Task Net:

2. Meta-optimization (Eq. (4)):
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Proposed Method
q 1) IQAD, 2) explicit utilization mechanism, 3) semantics constraints.
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q Datasets: DRAC (OCTA), EyeQ (Fundus), DeepDR (Fundus), CT-IQAD (CT), CXR-
IQAD (CXR).

q Test paradigms: train-test for DRAC, train-val-test for others.
q Extensive ablation study, evaluation metrics: AUC, Macro F1 score,Accuracy.

Experiment
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q Comparison with the state-of-the-art methods.

Experiment – In-distribution Test
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Experiment – Ablation Study
(1) Components(2) Task Net Design

(3) Performance on LQ images (4) Masking Design
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Experiment – Out-of-distribution Test
q Simulate different ratio of LQ images to gain distribution gaps.
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Experiment – Feature Analysis  
q t-SNE Analysis q Gradient Analysis
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Experiment – Qualitative Analysis 

Original Image CAM of Vanilla CAM of MKCNet CAM Discrepancy CAM of 𝒇𝜽𝒅 CAM of 𝒇𝜽𝝎 CAM of 𝒇𝜽
𝒒

CAMs of Vanilla and MKCNet CAMs of Features in MKCNet
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Conclusion
q First time to raise the concept of image-quality aware diagnosis.
q Explore to design image quality label utilization mechanism.
q Enable semantics constraints in the meta-auxiliary learning.
q Extensive experiments on five datasets with fourwidely-used imaging modalities.


