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丨Preview

Supervised Anomaly Detection

The insufficient discriminability issue is common in unsupervised anomaly detection.

Model needs to generalize well to unseen anomalies!



丨Preview

BGAD: Boundary Guided Anomaly Detection

Four parts: Feature Extractor, Conditional Normalizing Flow, Explicit 
Boundary Generating, Boundary Guided Optimizing.
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丨Motivation

Supervised Anomaly Detection

A few known anomalies can be effectively exploited to train discriminative AD models 
with the objective to improve detection performance on the known anomalies and 

generalize well to unseen anomalies.

• Compared with unsupervised AD, supervised AD is more meaningful for real-world AD

applications, because the detected anomalies can be used to further improve the

discriminability and generalizability of the model.



丨Our Approach: BGAD

• Boundary Guided Anomaly Detection, Model Overview:

Four parts: Feature Extractor, Conditional Normalizing Flow, Explicit 
Boundary Generating, Boundary Guided Optimizing.



丨Our Approach: BGAD

• Learning Normal Feature Distribution:

• In order to find one anomaly-independent separating boundary, one simplified distribution

of normal features should be learned firstly.

• Normalizing flow is employed to learn normal feature distribution.

• The log-likelihood of input feature 𝑥 can be estimated by:

• The set of parameters is obtained by maximizing log-likelihoods:

• The latent variable distribution can generally be assumed to obey  , the loss function 

is defined as:



丨Our Approach: BGAD

• Explicit Boundary Generating:

• With the learned normal feature distribution, we can further find one explicit and compact

separating boundary.

• Due to the high dimensional characteristics of the features, we therefore consider finding the

boundary from the log-likelihood distribution.

• Estimating log-likelihoods:

• Building normal log-likelihood distribution. The 𝒫𝑛 = log𝑝𝑖 𝑖=1
𝑁 can be used to approximate

the log-likelihood distribution of all normal features.

• Finding explicit separating boundaries. We select the 𝛽-th percentile of sorted normal log-

likelihood distribution as the normal boundary 𝑏𝑛, and define an abnormal boundary 𝑏𝑎 = 𝑏𝑛 − 𝜏.



丨Our Approach: BGAD

• Boundary Guided Optimizing:

• With the explicit separating boundaries, we propose a boundary guided semi-push-pull

(BG-SPP) loss for more discriminative feature learning.

• Our BG-SPP loss only pull together normal features whose log-likelihoods are smaller than 𝑏𝑛

(semi-pull), while pushing abnormal features whose log-likelihoods are larger than 𝑏𝑎 (semi-

push):

• The 𝓁1 norm based formulation can encourage the sparse log-likelihood distribution in the

margin 𝑏𝑎 , 𝑏𝑛 .

• We first only train with ℒ𝑚𝑙 ; In the second training phase, the overall loss is ℒ = ℒ𝑚𝑙 + 𝜆ℒ𝑏𝑔−𝑠𝑝𝑝 .



丨Our Approach: BGAD

• Generalization Capability to Unseen Anomalies:

• The obtained explicit separating boundary only relies on normal feature distribution, this

means that the final decision boundary mainly depends on the normal distribution rather

than being affected greatly by the anomalies.

• Our method still employs the normal distribution to determine anomalies, and can form a

more compact normal feature distribution.

• The semi-push-pull mechanism does not enforce the anomalies to deviate from the normal

distribution as far as possible, but only pushes the anomalies outside the margin region.



丨Experiments

• Datasets:

• MVTecAD: 5534 high-resolution images, 15 categories, 73 anomaly types,

and 1900 abnormal regions.

• BTAD: This dataset contains 2830 real-world images of 3 industrial

products.

• Metrics:

• Area under the curve of the receiver operating characteristic (AUROC),

image-level and pixel-level.

• Settings:

• Multi-Class Setting: the known anomalies are randomly drawn from

existing anomaly classes in the test set.

• One-Class Setting: the known anomalies are randomly sampled only from

one anomaly class, the others are used as unseen anomalies.



丨Experiments

• Results under the Multi-Class Setting:

• Our BGAD reaches the best performance under all three evaluation metrics.

• We further surpass unsupervised baseline NFAD by 2.5% and 1.3% AUROC, 3.0% PRO.



丨Experiments

• Results under the Multi-Class Setting:

• Compared with supervised AD methods, our method can also surpass these SOTA methods.

• The results on BTAD and other datasets also show the superiority of our method.



丨Experiments

• Results under the One-Class Setting:

• The results show substantially better generalizability of our model in detecting unseen

anomaly classes than the other supervised AD methods.

• Our model can outperform the baseline NFAD across all the datasets, which validates that

better generalizability to unseen anomalies of our model.



丨Ablations

• Ablation study results:

• Experiments on Hard Subsets. This study demonstrates that our model is more beneficial

for harder anomaly classes.

• Generalization to Hard Subsets. Even only trained with easy anomalies, our BGAD can

generalize well to hard anomalies.

• Effect of Semi-Push-Pull Mechanism. The BGAD can outperform baseline NFAD and the

variant BGAD† (employing the conventional contrastive loss).



丨Qualitative Results



丨Conclusions and Limitations

• Conclusions:

• We propose a novel AD model to tackle the insufficient discriminability issue and the

bias issue simultaneously.

• Limitations:

• We employ normalizing flow to obtain the explicit separating boundary. However not all

anomaly detection models can generate log-likelihoods.

• Compared with unsupervised AD models, our model can learn more discriminative features

by exploiting a few anomalies effectively.

• Compared with supervised AD methods, our method can mitigate the bias issue with the

explicit separating boundary and the semi-push-pull mechanism.

• Further improving our model’s generalizability and theoretical analysis of model’s

generalizability are valuable future works.
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