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Abstract



Background and Challenges

Ø The frame of CLIP are shown on the left and middle figures. The right figure is a comparison of 
the CLIP pre-training model with the few-shot learning results of the public models (the gray 
lines are other models in eval).

Ø The Zero-shot CLIP nearly matches the best results of the 16-shot linear classifier in the 
common model. The linear layer fine-tuned by only 16-shot can give the best results over BiT-
M and SimCLRv2 by a wide margin.

Ø Twenty datasets, including ImageNet, were used in this analysis 。



Background and Challenges

Ø Prompt tuning 
with few-hot 
samples. 
(CoOp,2022)

There are still deficiencies 
on CoOp:
Ø Few-shot learning 

tends to overfit.
Ø There are distribution 

gap between the 
modals



Method

SADA modle
Ø Data Augmentation
Ø Selective Attack (SA)
Ø Cross-Modal Distribution 

Alignment (CMDA)



Method——Augmentation Strategy

Step1
Ø The images and prompt were 

augmented in J groups, each 
containing L prompt and one 
image.

Step2
Ø Rotating, 
Ø Flipping, 
Ø Random gray scaling, 
Ø Random cropping+Resizing,
Ø None, 
Ø Color jittering，
Ø Gaussian blurring

From the above 7 augmentations, 
the most suitable J augmentations 
is searched



Method——Selective Attack（SA）

Step1
Ø Constructing spatial 

attention.
Step2
Ø Spatial attention guides 

perturbation to selective 
attack.



Method——Cross-Modal Distribution Alignment（CMDA）

Step1
Ø The Vision-Language 

Prototype (VLP) was 
built through EMD.

Step2
Ø Inference period: VLPs 

corrects image feature 
to realize CMDA.



Expeiments

Figure 1. Main results of few-shot learning on 11 datasets. Our SADA
consistently shows better performance than prior arts across different
number of training samples.



Ablations


