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Motivation

● Local data bias is likely to happen in real-world FL applications
● Debiased federated learning aims to learn unbiased models from biased local datasets



Method Overview

● Our proposed FedBEAL enables each client to train a Bias-Eliminating Augmenter (BEA) for 
generating bias-conflicting samples to debias local training

Semantic attribute: Digits
Bias attribute: Color



Results

● Extensive experiments confirm the effectiveness of our method



More Details



Problem Definition

● Training data (biased): Each client has disparate bias-label correlations
● Test data (unbiased)
● Colored MNIST dataset:

○ Label: digits
○ Bias: color

Client 1 training data (biased) Client 2 training data (biased) Test data (unbiased)



Method Overview

● Our FedBEAL learns Bias-Eliminating Augmenters (BEA) to produce bias-conflicting samples at 
each client



Design and Architecture of BEA

● Mixing two biased data to produce bias-conflicting sample 
○

● Utilizing U-Net as the backbone to produce the modulator M ∈ [0, 1] H x W x 3



Learning of BEA

● Extracting semantic attributes via unbiased global prediction:
○

● Producing bias attributes via biased local prediction:
○



Visualization of Images Produced by BEA



Quantitative Evaluation



Conclusion

● We propose FedBEAL to address the challenging task of debiased federated learning
● BEAs generate bias-conflicting samples that automatically mitigate bias in federated learning
● Extensive experiments confirm the effectiveness and robustness of FedBEAL


