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Motivation
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Contributions:

1. We present a simple yet effective approach for motion generation from textual descriptions

2. We show that GPT-like models incorporating discrete representations still remain a very 
competitive approach for motion generation

3. We provide a detailed analysis of the impact of quantization strategies and dataset size
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Previous work:

1. T2M (Guo et al. 2022, CVPR): motion length prediction 

2. TM2T (Guo et al. 2022, ECCV): text-to-motion and motion-to-text tasks

3. TEMOS (Petrovich et al. 2022, ECCV): transformer-based VAE

4. MotionDiffuse (Zhang et al. 2022, Arxiv): diffusion-based models 

5. MDM (Tevet et al. 2023, ICLR): diffusion-based models 
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Methods: stage 1

Quantization strategy:

EMA:

Code reset: reassigns inactivate codes  
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Motion VQ-VAE



Methods: stage 2
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T2M-GPT



Results
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Ablation Study
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Analysis of VQ-VAE quantizers on HumanML3D
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Impact of dataset size 

on HumanML3D



Visualization Text: a man steps forward and does a handstand.
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Visualization Text: A man rises from the ground, walks in a 

circle and sits back down on the ground.

Ground-truth Ours

T2M MDM
MotionDiffuse
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Visualization Text: a person jogs in place, slowly at first, then increases 

speed. they then back up and squat down.
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Visualization Text: a man starts off in an up right position with botg arms 

extended out by his sides, he then brings his arms down to his 

body and claps his hands together. after this he wals down amd the 

the left where he proceeds to sit on a seat
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15More visual results are provided in the project page



Conclusion
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• We investigated a classic framework based on VQ-VAE and GPT to synthesize 

human motion 

• Our method achieved comparable or even better performances than concurrent 

diffusion-based approaches



Thank you！

• Project page: https://mael-zys.github.io/T2M-GPT/

• Code: https://github.com/Mael-zys/T2M-GPT
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