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Background------Definition of Semi-supervised Segmentation

A limited labeled dataset with pixel-level annotations:

A huge unlabeled dataset without any annotation:

...



Motivation------Limitation of Pseudo Label-based Learning
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Motivation------Compare with vanilla methods

Two pending issues：
1. How to provide an adaptive number of labels for each pixel? 

2. How to exploit the possible GT semantics from multiple fuzzy labels.



Method------Pipeline

Realized in a plug-and-play manner



Method------Fuzzy Positive Assignment (FPA)

a. Set upper probability threshold Tu , get each pixel’s prediction

How to allocate K candidate labels?

b. Sort all probability values from large to small: p1, p2, p3, ..., pC

c. Record the first n value that satisfies the cumulative probability greater than Tu: p1+p2+...+pn>=Tu

d. K=max(n-1, 1) = 3



Method------Fuzzy Positive Regularization (FPR)
How two learn the segmentation task with multiple labels?

Note that the classical cross entropy loss is a special case of FPR when K=1.



Experiments------Quantitative experiment



Justification------Positive Gradient Score

An analysis using positive gradient score:

We can split all pixels into 3 cases:

Case 1. The pseudo label is correct, that is, 
the GT is the top-1 predicted category.

Case 2. The top-1 prediction is wrong, but the GT is in 
the categories with top-K probabilities.

Case 3. The pseudo label is wrong, and the GT is also 
outside the fuzzy positive labels



Justification------Positive Gradient Score

GT is top 1 GT in top k GT out of top k
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