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Overview
§ Correspondence Learning for Self-Supervised Video Segmentation

Existing solution:
unsupervised correspondence learning

non-learnable mask warping 
+
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Limitations:
• leaving a significant gap between the 

training objective and task/inference 
setup.

• sensitive to outliers, resulting in error 
accum-ulation over time.



Overview
§ Unified Mask Embedding and Correspondence Learning

Our solution:
mask embedding learning

dense correspondence learning
+
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Advantanges:
• Aligned training objective with the 

core nature of VOS. 
• Target-oriented context can reduce 

error accumulation and perform 
more robust. 

• Empowered by more advanced VOS 
model designs in the fully-supervised 
learning setting.



The goal of this step is to partition each training 
video into space-time consistent segments, 
which can be achieved by solving the following 
optimization problem: 

Our Method
§ Space-time Clustering

Moreover, to pursue spatiotemporally compact 
clusters, for each pixel, we supply its embedding 
with a 3D sinusoidal position encoding vector. 



In this step, our model utilizes clustering results 
as pseudo ground-truths, to directly learn VOS 
as mask embedding and decoding.

Our Method
§ Mask-embedded Segmentation Learning

We first apply our visual encoder and 
frame-mask encoder over each reference 
frame and each reference mask to obtain 
visual and target-specific embeddings:



In this step, our model utilizes clustering results 
as pseudo ground-truths, to directly learn VOS 
as mask embedding and decoding.

Our Method
§ Mask-embedded Segmentation Learning

We then estimate the affinity between 
the query and reference frames by:

Target-specific, supportive features are 
accordingly assembled to yield:



In this step, our model utilizes clustering results 
as pseudo ground-truths, to directly learn VOS 
as mask embedding and decoding.

Our Method
§ Mask-embedded Segmentation Learning

We first construct a coarse mask for the 
query image  by warping the reference 
masks w.r.t. the affinity:

The segmentation prediction for the query 
image is made by:



Our Method
§ Self-supervised Dense Correspondence Learning

Short-term Appearance Consistency

Given two successive frames , their
representations, delivered by the visual encoder,
are constrained to be equivariant against geo-
metric transformations (i.e., scaling, flipping, and
cropping).



Our Method
§ Self-supervised Dense Correspondence Learning

Long-term Semantic Dependency

Given two distant frames ,
their representations, after being aligned w.r.t. the
affinity , are constrained to be equivariant
against geometric transformations (i.e., scaling,
flipping, and cropping).



Experiments
§ Qulititative Results on DAVIS17 val and YouTube-VOS val
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Experiments
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Experiments
§ Ablative studies on DAVIS17



Thank you!


