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Overview

Textured meshes

Rendered imagesPoint clouds

Real-captured videos

GenerationNovel View Synthesis Surface ReconstructionPerception

6K models from around 200 classes



Background and motivation

ShapeNet
large in scale
low quality
not realistic

Synthetic data

CO3D
large in scale

No 3D GT

Multi-view images

large-vocabulary
high quality

real-world scans

OmniObject3D

Google scanned 
objects

high quality
real-world scans

household objects

Real-world 3D scans



Real-world 
3D scans

Statistics

Dataset Year Real Full 3D Video Num Objs Num Cats

ShapeNet 2015 √ 51k 55

ModelNet 2014 √ 12k 40

Objaverse 2023 √ 818k 21k

3D-Future 2020 √ 16k 34

ABO 2021 √ 8k 63

Toys4K 2021 √ 4k 105

CO3D V1/V2 2021 √ √ 19k/40k 50

MVImgNet 2023 √ √ 219k 238

DTU 2014 √ √ 124 NA

GSO 2021 √ √ 1k 17

AKB-48 2022 √ √ 2k 48

Ours 2022 √ √ √ 6k 190

Synthetic 
data

Multi-view 
image

online assets with a variety of data types



Applications 



Robustness of point cloud classification

Differences between CAD models 
and real-scanned objects.

Common corruptions. 

PointCloud-C (Ren et al. 2022)

ModelNet 
pretrained

OmniObject3D /
OmniObject3D-C 

evaluation



Novel view synthesis (two settings)

q Single-scene optimization models q Generalizable models

Train
The same scene

Inference
Multi-view images 

from one scene Train
New scene with 
one or few views

Inference

Multi-view images 
from scenes of one 
category or across 

different categories.

• NeRF (Mildenhall et al., 2021)
• Mip-NeRF (Barron et al., 2021)
• Plenoxels (Yu et al., 2021)

• pixelNeRF (Yu et al., 2021)
• MVSNeRF (Chen et al., 2021)
• IBRNet (Wang et al., 2021)



Novel view synthesis

q Single-scene optimization models



Novel view synthesis

q Single-scene optimization models



Novel view synthesis

q Single-scene optimization models -> Results by mip-NeRF



Novel view synthesis

qGeneralizable models

We show examples of cross-scene NVS by pixelNeRF, MVSNeRF, and IBRNet given 3 views (ft denotes fine-tuned with 10 views).



qMulti-view image surface reconstruction

Surface reconstruction (two settings)



Surface reconstruction

qMulti-view image surface reconstruction (dense-view)



Surface reconstruction

qMulti-view image surface reconstruction (dense-views)



Surface reconstruction

qMulti-view image surface reconstruction (sparse-view)



3D Object Generation

q3D object generation with textures

GET3D (Gao et al. 2022)
Training data: 
Multi-view images rendered by models 
from multiple categories



3D Object Generation

3D Object Generation

Interpolation across different categories  



3D Object Generation



Limitations and future works

v Data
- More data: to support more extensive task requirements. Our data is still growing.

- Broader distribution: both domestically and internationally.

- More modalities: including language and various sensor types.

- Higher complexity: pushing beyond the limitations of 3D scanning technology.

v Tasks
- 2D/3D detection; 6D pose estimation

- Human-object interaction 

- Object in scene



Limitations and future works

Thank you!

Project page


