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Compositional Zero-shot Learning (CZSL)
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Quick Overview
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A@enAon as Disentangler (ADE) 

𝑤!

𝑤"

𝑤#𝑣#

𝑣"$

𝑣"

𝑣!$
𝑣!

“red”

“bus”

ViT

❄

attribute 
cross-

attention

composition
self-

attention

object 
cross- 

attention

𝜋!

𝜋#

𝜋!

𝜓

ℒ#$$%&

ℒ'()

ℒ(*+

attribute embeddings

object embeddings

linear

ℒ#$$%

ℒ(*+&“blue”
“bus”

“red”
“wall”

“red”
“bus”

Visual Feature Space Word Embedding Space



Attention as Disentangler (ADE) 
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Attention as Disentangler (ADE) 
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Cross-attention with query-key swapping (QKS)



A@enAon as Disentangler (ADE) 

Earth moving distance (EMD)

Greater EMD,
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More focused on the concept

attribute 
cross-

attention

object 
cross- 

attention

𝐸𝑀𝐷" ↑ 𝐸𝑀𝐷! ↓

same attribute different objects

𝐿!"#$ = 𝐸𝑀𝐷% − 𝐸𝑀𝐷$, and vice versa



A@enAon as Disentangler (ADE) 
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A@enAon as Disentangler (ADE) 
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Training and Inference

Ø Training objective

choose the best 𝛽 on the validation set 

Ø Inference: score tuning



Comparison with SOTA methods

Ø Closed-world evaluation

Evaluate on a predefined composi7on subset



Comparison with SOTA methods

Ø Open-world evaluaIon

Evaluate on all compositions



Seen-Unseen Accuracy Curve on C-GQA



Applications – Text-to-Image Retrieval
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ApplicaAons – Image-to-Text Retrieval
Seen compositions

Jumping Tennis-player

Jumping Tennis-player
Playing-tennis Tennis-player
Wearing-green Tennis-player
Wearing-blue Tennis-player
Jumping Player

Multicolored Clothing

Colorful Suit
Colorful Clothing
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Applications – Image-to-Text Retrieval
Unseen compositions
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ApplicaAons – Visual Concept Retrieval

Yellow
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ApplicaAons – Visual Concept Retrieval

Pink
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Thank you for your listening!

Welcome to our Poster: WED-PM-282 

Code & Model:
https://github.com/haoosz/ade-czsl

https://github.com/haoosz/ade-czsl

