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Background

Image-Text pretrained model

Video domain
• video-text retrieval

• video recognition

• ...

Video-text pretrained model?
• hard to collect  video-text as diverse and 

large in scale as image-text data

• computational consumption



Introduction

Posterior structure：
• late fusion upon highly semantic embeddings

• downstream video-text retrieval task

• benefit to transfer well aligned visual-language representation (i.e., high-level knowledge) 

Cons:

• a sub-optimal temporal modeling strategy that hardly capture the spatial-temporal visual patterns

Baseline=CLIP with mean pooling



Introduction

Intermediate structure：
• Intermediate fusion

• downstream video recognition task

• benefit from the pretrained visual patterns ( i.e., low-level knowledge) to strengthen spatial-temporal modeling 

capability of CLIP

Cons:

• impact the pretrained high-level knowledge which brings about trivial improvement to video-text retrieval 

Baseline=CLIP with mean pooling



Introduction

Key point for extending CLIP to the video domian?

temporal modeling + high-level knowledge + low-level knowledge 

Branch structure：
• operate temporal modeling at different level of CLIP outputs

• the structure is outside the visual backbone avoiding to break the inherent structure of CLIP 

backbone and affect the pretrained high-level knowledge



Model design

Separated spatial-temporal module：
• Computation efficiency

• Spatial module can reuse parameter in CLIP

• Present two instantiations of temporal module: Conv-based & Self-attention based

Branch structure with multi-level CLIP ：
• attend to both high-level and low-level video representations

Spatial-Temporal Auxiliary Network (STAN)



Experimental analysis

Benchmark:
• MSRVTT

• DiDeMo

• LSMDC

Set-up:

• contrastive loss

• different model scale 

(B/16, B/32)

• w/ or w/o DSL



Experimental analysis

Benchmark:
• MSRVTT

• DiDeMo

• LSMDC

Set-up:

• contrastive loss

• different model scale 

(B/16, B/32)

• w/ or w/o DSL

• SOTA on 3 video-text retrieval datasets under:

• both model size B/32 and B/16

• w/ and w/o extra tricks (e.g., DSL and QB-Norm)

• outperform strong competitor including DRL, CAMoE, 

CenterCLIP



Benchmark:
• MSRVTT

• DiDeMo

• LSMDC

Set-up:

• contrastive loss

• different model scale 

(B/16, B/32)

• w/ or w/o DSL

• Obvious advantage over posterior structure method with 

comparable model size i.e., CLIP4clip (+2.9% averaged on 

3 datasets)



Benchmark:
• MSRVTT

• DiDeMo

• LSMDC

Set-up:

• contrastive loss

• different model scale 

(B/16, B/32)

• w/ or w/o DSL

In STAN, 3D convolution based temporal module is 

comparable (+-0.3) with self-attention based temporal module 

when transferring to smaller datasets, e.g., MSRVTT and 

DiDeMo; self-attention based temporal module is better for 

larger scale dataset, e,g., LSMDC (+0.6)



Benchmark:
• MSRVTT

• DiDeMo

• LSMDC

Set-up:

• contrastive loss

• different model scale 

(B/16, B/32)

• w/ or w/o DSL

• Simple and potentially compatiable with other SOTA 

methods (future work)

• multi-modal interaction modeling

• hard sample matching

• hierarchical modeling



Experimental analysis

Kinetics-400:

• Be superior to CLIP-based method on both acc and FLOPs

• Comparable acc with much lower FLOPs than Image-pretrained SOTA.  



Experimental analysis

SSv2:

• CLIP has little advantage 

• significantly improve CLIP-

baseline (+21%); best among 

CLIP-based method

• Comparable with video-

pretrained method.

Sample classes in Something-Something-v2

• Putting something on a surface

• Moving something up

• Covering something with something

• Pushing something from left to right

• Moving something down

• Pushing something from right to left

• Uncovering something



Experimental analysis

Ablation on different components

• remove branch structure and multi-level, performance dicreased a lot - > branch structure and multi-level is 

important 

• removing spatial module has more impact on MSRVTT/Didemo/K400 than Sthsthv2 -> spatial modeling is 

benefitial to low-level knowledge transfer, low-level knowledge is benfitial to both recogntion and retrieval

• temporal module >+10% on sthsthv2, s-t module +branch structure+multi-level >+20 -> temporal module is 

effective, branch structure and multi-level imporve temporal modeling



Thanks!

https://arxiv.org/abs/2301.11116
https://github.com/farewellthree/STAN

https://arxiv.org/abs/2301.11116
https://github.com/farewellthree/STAN
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