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Short Summary

Figure 1. Fast overview of GAN-MAE framework. Figure 2. Performance comparison in 
different pre-training epochs for ImageNet-
1K Fine-tuning top-1 accuracy.



3

GAN-MAE Framework  

Main components:
1. Image patch generator
2. Image patch discriminator
3. Adversarial training process

*parameter sharing in backbone
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GAN-MAE Framework  

Image Patch generator
• Identical to a standard MAE;
• Overall, the generator randomly masks some image patches 𝑀 and encodes the 

remaining visible patches 𝑋! in to hidden states 𝐻!, and the masked patches are 
then reconstructed as $𝑋":
𝐻! = 𝑓" 𝑋!, 𝑀
'𝑋# = f$(𝐻!, 𝑀)
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GAN-MAE Framework  

Image Patch Discriminator
• Identical to a ViT for classification;
• For a patch index 𝑘 and corrupted image sequence &𝑋 = {𝑋!, $𝑋"}, the discriminator predicts 

whether the patch token 𝑥# is real or synthesized as binary classification task:
D ,𝑋, 𝑘 = 𝑝$%&'(y(| ,𝑋, 𝑘)
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Adversarial Training Process
• At each epoch, iteration is conducted in two steps;

• Train only the generator with 𝐿$%&:
L$%& 𝑋, 𝜃"'% = 𝐿"'% 𝑋, 𝜃"'% + 𝛾𝐿'(! 𝑋, 𝜃"'%

𝐿"'% 𝑋, 𝜃"'% = 1
)∈+

2𝑥# − 𝑥#
,

,

𝐿'(! 𝑋, 𝜃"'% = 𝑙𝑜𝑔𝐷 𝑋! + log(1 − 𝐷( $𝑋"))
In between, 𝛾 is a adaptive factor

• Train the discriminator with 𝐿$%&':
𝐿(-./ &𝑋, 𝜃(-./

= 1
#01

2

−𝑦#𝑙𝑜𝑔𝐷 &𝑋, 𝑘 − 1 − 𝑦# log(1 − 𝐷( &𝑋, 𝑘))
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General Comparisons

Table 1. End-to-end fine-tuning on ImageNet-1K. We report the fine-tuning top-1 accuracy for 
classification in different vision transformer architectures and results show that GAN-MAE 
outperforms previous self-supervised methods.
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Case Study

Figure 3. Figure 2. Qualitative analysis for patch reconstruction. 

Table 2. Robustness Evaluation on the four ImageNet-variants: ImageNet-C, ImageNet-A, ImageNet-R, 
and ImageNet-Sketch. 
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Model Analysis

Table 3. Effect of parameter sharing in GAN-MAE 
framework. Results demonstrate that shared 
parameters for backbone benefits both memory 
cost and performance improvement.

Table 4. Effect of different training schemes. 
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Downstream Tasks

Table 3. Semantic segmentation comparison on 
the ADE20K dataset for mIoU (%) metric with the 
ViT-B backbone.

Table 4. COCO object detection and segmentation 
using Mask R-CNN framework with ViT-B backbone.


