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Summary of the paper
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□ Joint Energy-based Model (JEM) trains one single model 
for image classification and image generation.

□ However, there remain two performance gaps 
■ Classification accuracy gap
■ Image generation quality gap

□ We introduce SADA-JEM to bridge both gaps 
■ Extends Sharpness-Aware Minimization (SAM) to train JEM
■ Excludes data augmentation from the MLE pipeline of EBM

□ Performance of SADA-JEM
■ Closed substantial performance gaps of JEM in image classification

and image generation;
■ Outperforms JEM in calibration, OOD detection and adversarial 

robustness by a notable margin.



Outline
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□ Background

□ Motivations

□ Methodology

□ Experimental Results



Background
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□ EBM stems from the observation that any pdf 𝑝𝑝𝜃𝜃(𝑥𝑥) can 
be expressed via a Boltzmann dist. as

□ MLE training of parameter 𝜃𝜃

□ SGLD sampling

energy function

Training setSamples from 𝑝𝑝𝜃𝜃(𝑥𝑥)

Image generator



Background

5

□ JEM [Grathwohl et al. 2019] reinterpreted the standard 
softmax classifier as an EBM.

Image from [Grathwohl et al. 2019] 

■ Maximizes the log of joint density function

Cross-entropy 
for classification

MLE training 
of EBM



Motivations

□ Two performance gaps of JEM [Grathwohl et al. 2019, Yang et al. 2021]

■ Classification accuracy gap
■ Image generation quality gap

□ Hypothesis
■ Both performance gaps are the symptoms of lack of generalization of 

JEM trained models.



Method: SADA-JEM
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□ Sharpness-Aware Minimization (SAM) [Foret et al. 2021]
■ Searches for model parameters 𝜃𝜃 whose entire neighborhoods have 

uniformly low loss values

□ Extension to optimize JEM



Method: SADA-JEM
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□ Image Generation w/o Data Augmentation

■ The actual objective function of JEM with Data Augmentation

This can be implemented efficiently by using two data loaders.



Experiments
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□ Hybrid Modeling



Experiments
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□ Generated samples from SADA-JEM



Experiments
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□ Calibration



Experiments
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□ OOD Detection



Experiments
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□ Adversarial Robustness under PGD attack



Experiments
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□ Ablation Study



Conclusion
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□ We introduce SADA-JEM to bridge the classification accuracy 
gap and the generation quality gap of JEM. 

□ By incorporating the framework of SAM to JEM and excluding 
the undesirable data augmentation from the training pipeline of 
JEM, SADA-JEM promotes the energy landscape smoothness 
and hence the generalization of trained models. 

□ Our experiments verify the effectiveness of these techniques and 
demonstrate the state-of-the-art results in most of the tasks of 
image classification, generation, calibration, OOD detection and 
adversarial robustness.

□ Future works
■ Computation bottleneck is not SAM (2x) but SGLD (𝐾𝐾x)
■ EBM for large-scale benchmarks with high resolution images, such as 

ImageNet
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Thank You!

https://github.com/sndnyang/sadajem

Poster: WED-PM-322

https://github.com/sndnyang/sadajem
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