


Introduction

Human Mesh Recovery (HMR) which can estimate 3D human
pose and shape of the entire human body has drawn increasing attention.

Recently, the attention mechanism in transformer demonstrates a strong ability 
to model global dependencies in comparison to the CNN.

SOTA HMR methods all utilize transformer to exploit non-local relations 
among different human body parts for achieving impressive performance.

 



Introduction

However, one significant limitation of these SOTA HMR methods is model 
efficiency.

• The large CNN backbones are needed for to extract features first. 

• Computational and memory expensive transformer architectures are applied 
to process the extracted features for the HMR task.

Mainly pursuing higher accuracy is not an optimal solution 
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Lightweight attention design: Pooling Attention Transformer (PAT)

Signidicantly reduce the Params and MACs significantly while maintaining high performance. 



Introduction
Architecture design for HMR task



Overview of POTTER



Overview of POTTER



Experiment Results



Qualitative comparison with SOTA method METRO (in-the-wild images)



Generalization to 3D Hand Reconstruction



Thanks for watching!


