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How to Effectively Teach Sensorimotor Agents?
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Step 1: Learn an Effective Teacher from a Privileged BEV with Safety Hints
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Step 2: Learn a Student Model with an Image-to-BEV Feature Alignment Module
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Step 2: Learn a Student Model with an Image-to-BEV Feature Alignment Module
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Step 3: Student-paced Coaching Scaffolds the Difficult Sensorimotor Learning Task

Teacher Features Student Features
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Learning from a Privileged Teacher

imitation
0
.0 Privileged
- " agent
° Do
(a) Privileged agent imitates the expert (b) Sensorimotor agent imitates the privileged agent
Task | LBC PV AT
Does not address: Empty | 700 100+0 1000
. . Regular | 62+2 93+2 99+1
- Inherent differences between inputs Dense | 39£8 45+£10 59+6
- Only output distillation — what about internal features? Method DSt RCt ISt
WOR [ 1] 2053 £ 3.12 4847 £ 386 056 £ 0.03
Latent TransFuser (Ours) | 37.31 + 5.35 95.18 + 0.45 0.38 & 0.05
- Of the student? = AV ] ) 3274 % 145 7036 £ 3.14 051 £ 0.02
Late Fusion (LF)  |2247 +3.71 83.30 +3.04 0.27 + 0.04
Geometric Fusion (GF) |27.32 +0.80 91.13 + 0.95 0.30 + 0.01

| TransFuser (Ours)  |47.30 +5.72 93.38 4+ 1.20 0.50 & 0.06
Expert [76.91 + 2.23188.67 + 0.56 0.86 + 0.03

Chen, et al. CoRL 2020, He, et al. NeurlPS 2013, Weihs, et al. NeurlPS, 2021, Chitta et al., PAMI 2022




CaT: Coaching a Teachable Student

We propose an effective for sensorimotor students with:
(1) A strong teacher model
(2) for transforming image features to BEV space
(3) A for scaffolding the difficult learning task
— e |
BEV Representation » Privileged Agent

Bicyclist

Alignment
Module




Problem Setup

Objective: Given a dataset D comprising sensory and privileged observations and a
loss function L, the student can be optimized from the teacher using

arg;nin E (x5 xt)~D [L(F*(x%;6), F (x5 )]

Three RGB Camera Views: I =[Iy,Iq,1,] € RWXHX3
Privileged Bird’s-Eye-View (BEV): B € {0,1}VB*HB*CB
Student Observations: x’=(,gc) e X’
Teacher Observations: xt = (B,g,c) € X!
Student Agent: fi:X5->1Y, 0 eR?
Teacher Agent: fir Xt =Y, peR?
Student Network Feature Maps: F3(; 0)

Teacher Network Feature Maps: Ft(;¢)

Categorical Navigational Command: c e{1,...,6}



Learning an Effective Teacher

Incorporating explicit safety-driven ( , ) cues to
BEV results in a strong teacher

(c) Road (d) Desired Route  (e) Lane Marks (f) Vehicles

(a) Baseline [79] (b) With Safety Hints (g) Pedestrians (h) Traffic Lights (i) Agent Forecast (j) Entity Attention




Learning a Teachable Student
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Lieat Lowt — Lseg Lema
Loss Function: Lear = Loyt + Lrear + Lseg + Lema
Output Distillation: Ly, = Y¢,||f5 (x5, ¢) — f; (x5, c)||

Feature Distillation: Lyeq, = Y7, [[| 77 (x*) — F (x5,

S)) - Tit (?it(xt))”Z + /1CD||TL'S(XS) - Tit(xt)”CD]



Student-paced Coaching

Student-paced coaching adjusts the learning rate in a sample-selective manner, which
aims to stabilize training by when the student is unable to
perform the optimal action.
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Method | RGB LiDAR| DSt RC 1 IS 1
LAV [11] v v 48.41+3.40  80.71£0.84  0.60=£0.04
TransFuser [16] v v 46.20+2.57  83.61+1.16  0.57£0.00
WOR [10] v X 17.36£2.95 43.46+£2.99  0.54+0.06
NEAT [15] v X 24.08+3.30  59.94+0.50  0.49+0.02
TCP* [71] v X 42.86+0.63 61.83£4.19  0.71£0.04
CaT (w/o Alignment, Coaching, FD) v X 39.48£0.67  60.96+1.65 0.68+£0.01
CaT (w/o Alignment, Coaching) v X 40.64+0.98  62.45+0.46 0.67£0.01
CaT (w/o Coaching, FD, SH) v X 44.10£0.40  65.84+5.55  0.724+0.03
CaT (w/o Coaching, SH) v X 49.69+£2.28  81.10+0.58  0.64+0.02
CaT (w/o Coaching) v X 55.554+1.41 81.9742.34  0.68+0.01
CaT ‘ v X ‘ 58.36+2.24  78.79£1.50  0.77£0.02
Privileged Agents:

RL Expert (Roach) [79] |- - | 60.1442.40  85.8340.60  0.6940.03
Rule-based Expert - - | 71.96+2.13  77.46£3.11  0.91£0.00
Basic BEV Agent [ ! 3] - - 24.08+2.83  73.36%1.08 0.3140.06
+ History and Desired Path - - 52.81+£1.79  79.34+3.65  0.71+0.06
+ Agent Forecast - - 65.73+0.93  83.50+1.18 0.794+0.02
+ Entity Attention |- - | 73.30+1.07  87.44+0.28  0.83+0.02




Ablation Study on Feature Distillation Layers

Method DS 1 RC 1 IS 1
No Distillation 44.10 65.84 0.72
One Layer [71,79] 45.23 69.33 0.68
Three Layers Lo 49.31 66.92 0.78
Three Layers Lo + Lop 51.95 62.82 0.87
Three Layers L ¢cqt | 5555  81.97 0.68
Open-Loop Evaluation on nuScenes.
Method | ADE(m)| FDE@m)| Coll (%) |
BEV Agent \ 0.33 0.52 0.49
CaT (w/o Coaching, FD, SH) | 0.48 0.43 0.68
CaT | 041 0.36 0.27




Qualitative Results

BEV

No Alignment Module Privileged Output Distillation

-

Scenario: Night-time driving with agent turning right at an intersection with a vehicle in the way.




Qualitative Results

Image

No Alignment Module Privileged Output Distillation

Scenario: Night-time driving with a pedestrian abruptly emerging from the right.
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Develop an , enabling extensive supervision from the
privileged teacher over the intermediate feature learning

Incorporate explicit into the BEV space that facilitate an
effective teacher agent

Design that scaffolds knowledge and leads to
improved model optimization by considering the learning ability of the student
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