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How to Effectively Teach Sensorimotor Agents?
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Step 1: Learn an Effective Teacher from a Privileged BEV with Safety Hints 



Step 2: Learn a Student Model with an Image-to-BEV Feature Alignment Module
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Step 2: Learn a Student Model with an Image-to-BEV Feature Alignment Module



Step 3: Student-paced Coaching Scaffolds the Difficult Sensorimotor Learning Task
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StudentTeacher

Chen, et al. CoRL 2020, He, et al. NeurIPS 2013, Weihs, et al. NeurIPS, 2021, Chitta et al., PAMI 2022

Does not address:
- Inherent differences between inputs
- Only output distillation – what about internal features?
- Modeling capacity of the student?

Learning from a Privileged Teacher



We propose an effective deep knowledge distillation for sensorimotor students with:
 (1) A strong teacher model
 (2) Alignment module for transforming image features to BEV space
 (3) A coaching optimization mechanism for scaffolding the difficult learning task
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CaT: Coaching a Teachable Student



Three RGB Camera Views:  𝐈 = [𝐈𝟎, 𝐈𝟏, 𝐈𝟐] ∈ ℝ$×&×'

Privileged Bird’s-Eye-View (BEV): 𝐁 ∈ {0,1}$!×&!×(!

Student Observations:  𝐱) = 𝐈, 𝐠, 𝑐 ∈ 𝒳)

Teacher Observations:  𝐱* = 𝐁, 𝐠, 𝑐 ∈ 𝒳*

Student Agent:   𝑓+
): 𝒳) → 𝒴, 𝜃 ∈ ℝ,

Teacher Agent:   𝑓-* : 𝒳* → 𝒴 , 𝜓 ∈ ℝ,

Student Network Feature Maps: ℱ)(9; 𝜃)
Teacher Network Feature Maps: ℱ*(9; 𝜓)
Categorical Navigational Command: 𝑐 ∈ {1,…,6}

Objective: Given a dataset 𝒟 comprising sensory and privileged observations and a 
loss function ℒ, the student can be optimized from the teacher using 

argmin
+

𝔼 𝐱",𝐱# ~𝒟 [ℒ(ℱ)(𝐱); 𝜃), ℱ*(𝐱*; 𝜓))]

Problem Setup



Incorporating explicit safety-driven (Agent Forecast, Entity Attention) cues to
BEV results in a strong teacher

Learning an Effective Teacher



Loss Function: ℒ$%& = ℒ'() + ℒ*+%) + ℒ,+- + ℒ./0

Output Distillation: ℒ'() =	∑.12$ 𝑓3
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Learning a Teachable Student



Student-paced coaching adjusts the learning rate in a sample-selective manner, which 
aims to stabilize training by reducing the difficulty when the student is unable to 

perform the optimal action.

Student-paced CoachingStudent-paced Coaching



Results



Ablation Study on Feature Distillation Layers

Open-Loop Evaluation on nuScenes.

Results



Scenario: Night-time driving with agent turning right at an intersection with a vehicle in the way. 

Qualitative Results



Scenario: Night-time driving with a pedestrian abruptly emerging from the right.

Qualitative Results



Baseline CaT



Thank You for Watching!

• Develop an alignment module, enabling extensive supervision from the 
privileged teacher over the intermediate feature learning

• Incorporate explicit safety-aware cues into the BEV space that facilitate an 
effective teacher agent

• Design student-paced coaching that scaffolds knowledge and leads to 
improved model optimization by considering the learning ability of the student

Summary


