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Highlights

Figure 1. Overview of the proposed framework. Figure 2. mAP vs. FLOPs, size ∝ parameters.



Contributions
Ø A lightweight design is developed from the three aspects of information 

input, feature extraction, and cross-modal modeling; subsequently, a 
lightweight and effective end-to-end active speaker detection framework is 
proposed. In addition, a novel loss function is designed for training.

Ø Experiments on AVA-ActiveSpeaker, a benchmark dataset for active speaker 
detection released by Google, reveal that the proposed method is comparable 
to the state-of-the-art method, while still reducing model parameters by 
95.6% and FLOPs by 76.9%.

Ø Ablation studies, cross-dataset testing, and qualitative analysis demonstrate 
the state-of-the-art performance and good robustness of the proposed method.



Encoders

Figure 3. The architecture of visual feature encoder. Figure 4. The architecture of the audio feature encoder.



Detector & Loss
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vavasd llL Figure 5. The architecture of the detector.
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Experiments

Table 1. Performance comparison for methods on the validation set of the AVA-ActiveSpeaker dataset.

Table 2. Comparison of F1-Score (%) on the Columbia dataset.



Ablation Studies



Qualitative Analysis

Performance comparison by the number of 
faces on each frame.Performance comparison by face size.



Project Page

Project page: https://github.com/Junhua-Liao/Light-ASD
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