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VILA: VIsion Language Aesthetics Learning Framework

● Pretrain an image aesthetic model 
with noisy image-comment pairs

● Efficiently adapt the model for 
downstream IAA tasks
○ Tunes only 0.1% params



Motivation: Score-based IAA is Limited
● Image Aesthetic Assessment (IAA) methods are based on human ratings, but a single 

score does not capture the diverse aesthetic factors
○ E.g. composition, color, style, high-level semantics
○ E.g. composition, color, style, high-level semantics
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Motivation: User Comments Provide Rich Aesthetic Semantics

“there's a bit too much of the 
frame, and therefore not 
enough of the background 
here, imo”

Image

User Comment
“simple and nice 
composition, i like it”

“the idea is good here but the 
photo is too blurry.”



VILA: Pretrain + Adapting

Overview of VILA
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VILA-P: Pretraining using Image-Comment Pairs

1. General pretraining with a filtered 650M subset of LAION-5B-EN

2. Aesthetic pretraining with 250K Image-Comment pairs from AVA-Captions, 
which is crawled from a professional photograph sharing website



VILA-P: Experiment Results

● SOTA on image aesthetics captioning over AVA-Captions

Aesthetic Captioning on AVA-Captions



VILA-P: Experiment Results

● ZSL for Image Aesthetic Assessment

Top-5 Retrieved Images



VILA-P: Experiment Results

● ZSL for Image Aesthetic Assessment
○ Surpasses many supervised baselines

Image Aesthetic Assessment on AVA



VILA-P: Experiment Results

● ZSL for Style Classification

Top-5 Retrieved Images
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VILA-R: Rank-based Adapter for IAA

● Inspired from ZSL setting, using text prompts to score images
○ Use the frozen text embedding of “good image” as an anchor to score images
○ Adjust image representation (w/ a learnable residual projection) to optimize the 

relative ranking between two images
● Tunes only 0.1% of the total parameters



VILA-R: Experiment Results
● State-of-the-art performance on image aesthetics assessment over AVA

Image Aesthetic Assessment on AVA



Ablation: Necessity of Aesthetic Pretraining

● Aesthetic related information is under-represented in general image-text pairs from 
the Web

● Learning on noisy image-comment pairs from photo sharing website captures the rich 
aesthetic semantics  

ZSL performance on AVA Image 
Aesthetic Assessment 

ZSL performance on AVA-Style classification



Ablation: Effectiveness of the Rank-based Adapter

● Using text anchor is better:  it leverages the rich textual aesthetic information from 
pretraining

● Learning a residual is better: we only need to slightly adjust the image embedding
● Finetune can further improve performance, but disturbs the generic pretrained weights

○ E.g. AVA-Style mAP drops from 69% to 26%



Thanks!


