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Overview
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20 Hz 
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Emerging 3D Applications
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Self-Driving Cars Augmented Reality

Robot Medical Image
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Data Format of 3D
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• PointCloud
• A suitable data format to 3D Scene 

Understanding
• Close to original sensor and is directly 

after the lidar scan
• Point Cloud is simple, just a point set

• Characteristic
• Sparse 
• Irregular
• Unorder
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Point Cloud Processor
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• Point cloud has sparse and irregular data format, which can not be processed with 
existing convolutional neural network

v.s

Camera Sensor

Lidar Sensor
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DSVT
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• Point cloud has sparse and irregular data format, which can not be processed with existing 
convolutional neural network.

• Point Cloud Processor:
• PointNet, PointNet++

• Sparse Convolution (Conventional and SubManifold)
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DSVT
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• The intensive computation of sampling and grouping.
• The limited representation capacity due to submanifold dilation.
• Can not be implemented with well-optimized deep learning tools (TensorFlow or PyTorch) and require 

writing customized CUDA codes, which needs to be heavily optimized before deployment.

Point-based Local Feature 
Extractor (PointNet++) Sparse Convolution



思想自由兼容并包

Transformer on sparse point clouds?
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• Transformer is naturally suitable to sparse data. 
• How to apply a standard Transformer is nontrivial.

• Global Attention: can not be applied to process the large-scale point clouds (~60000 voxels).
• Window Attention: due to the sparsity of point clouds, the number of non-empty voxels in each 

local window varies significantly,  which can not be computed in a fully parallel manner.

Different windows 
have different number 
of points, which can 
not be calculated in a 
fully parallel manner
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Main Contributions
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• We propose Dynamic Sparse Window Attention, a window-based attention strategy for handling 
sparse 3D voxels in parallel. 

• Based on the above key design, we introduce an efficient yet deployment-friendly transformer 3D 
backbone without any customized CUDA operations. It can be easily accelerated by NVIDIA TensorRT
to achieve real-time inference speed (27Hz).

• Our approach outperforms previous state-of-the-art methods on the large-scale Waymo Open Dataset 
with a remarkable gain.

Note that a lidar typically operates at 10 Hz to 20 Hz. 

20 Hz 
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Dynamic Sparse Window Attention
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• Dynamic Set Partition
• Combine Local Region and Voxel Number.
• Reformulate sparse window attention as parallel computing self-attention within a 

series of local sets.
• Window Bounded: Compute attention

in local region 
• Non-overlapped: the local sets are 

non-overlapped
• Size-Equivalent: each subset is 

guaranteed to have the same 
number of voxels

• Dynamic: The set number dynamically 
varies with the sparsity of the window.

12 voxels in 
each subset
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Dynamic Sparse Window Attention
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• Rotated set attention for intra-window feature propagation.
• Computing self-attention inside the 

invariant partition lacks connections 
across the subsets.

• Dynamic set partition is highly 
dependent on the inner-window 
voxel ID

• Control the covered local region of 
each set by voxel ID reordering with 
different sorting strategies.



思想自由兼容并包

Dynamic Sparse Window Attention
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• Rotated set attention for intra-window feature propagation.
• Rotated-set attention approach that 

alternates between X-Axis and Y-Axis 
partitioning configurations in 
consecutive attention layers.

• One DSVT Block:
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Experiments
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• State-of-the-Art Performance on Waymo Open Dataset

20 Hz 
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Conclusion
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• We propose DSVT, a deployment-friendly yet powerful transformer-only 3D backbone for 
3D object detection, which can be accelerated by NVIDIA TensorRT with real-time running 
speed (27Hz).

• We hope that our DVST can not only be a reliable point cloud processor for 3D object 
detection in real-world applications but also provide a potential solution for efficiently 
handling large-scale sparse data in other tasks.


