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Single Object Tracking
● Objective:

○ Given a target with bounding box annotation in the initial frame.
○ Localize the target in the successive frames.

● Requirements:
○ Single object: any other regions will be treated as the background.
○ Model free: no prior about the objects to track.
○ Real time: inference speed should be faster than the frame rate.
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Typical Framework
● Siamese network:

○ Learning to compare.
○ Popular in contrastive representation learning [1].

● Siamese tracker:
○ Typical framework for tracking.
○ One-shot learning (prompt learning).

3[1] Chen, Xinlei, and Kaiming He. "Exploring simple siamese representation learning." Proceedings of the IEEE/CVF conference on computer 
vision and pattern recognition. 2021.



Recent Visual Tracking Development #1
● Feature interaction inside the backbone.
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Recent Visual Tracking Development #2
● Concatenation-based feature interaction.

implicitly model
4 types of relations
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Recent Visual Tracking Development #3
● Joint feature extraction and interaction.

● What could be the next step? 6



Motivation
● Concerns:

○ Early interaction is proved to
be beneficial.
○ All previous works treat the
search region as a union.

○ No evidence suggests that
one-stream is always better than
two-stream.
○ Only a portion of search tokens
are suitable for cross-relation
modeling with template.

○ Can we adaptively select these
search tokens during inference?
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A Generalized Formulation of Relation Modeling #4
● Enable more flexible relation modeling by adaptively selecting 

appropriate search tokens to interact with the template tokens.
● Both the two-stream and one-stream pipelines become the 

degenerated cases of our method.
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Obstacles in Implementation
● Obstacle 1:

○ Parallel computation.
● Solution:

○ Attention masking strategy instead of separate attention operation.
● Effect:

○ 33 fps → 45 fps.

● Obstacle 2:
○ End-to-end optimization.

● Solution:
○ Gumbel-Softmax technique.

● Effect:
○ Search token division can be implicitly learned by the supervision 

from the target localization loss in a data-driven manner.
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State-of-the-Art Comparison
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Visualization Results

11



Concluding Remarks
● We propose a generalized relation modeling method, which 

inherits the strengths of both the two-stream and one-stream 
pipelines while being more flexible.

● We devise a token division module with an attention masking 
strategy and the Gumbel-Softmax technique to adaptively 
classify the input tokens.

Paper Code Transformer Tracking
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