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Independent design of objective or architecture

[Objective Design] 
MAE: Masked Autoencoder

[Architecture Design]
ViT: Vision Transformer

[MAE, He et.al. 2022] [ViT, Dosovitskiy et.al. 2021]



ConvNeXt V2, Co-Design Matters

[Objective Design] 
FCMAE: Fully Convolutional Masked Autoencoder

[Architecture Design] 
GRN: Global Response Normalization



Masked Modeling in Vision
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Masked Modeling for Vision Transformer



• Patch as a Word.
• Random patch dropout. 
• Encoder only sees the visible patches, 

Decoder comprehends all.
• Reconstructs masked patches.

Masked Modeling for ConvNets?



[ViT, Dosovitskiy et.al. 2021]

By design, Transformers can easily manage patch dropout.

Transformers: Image as sequence of tokens



However, this poses a challenge for ConvNets, which use dense sliding windows. 

ConvNets: Image as 2D grids of pixels

[MinkowskiEngine, Choy et.al. 2019]



Sparse Convolution for 3D point cloud processing

[MinkowskiEngine, Choy et.al. 2019]

A special convolutional operation exists to efficiently handle sparse point clouds.



From Sparse 3D point clouds to Masked 2D images

≈

We view a masked images as sparse patch sets, like 3D point clouds 
– a novel perspective enabling masked modeling for ConvNets



FCMAE: Fully Convolutional Masked Autoencoder

Input

Random patch dropout



sparse conv

FCMAE: Fully Convolutional Masked Autoencoder

Input

Encode visible patches using sparse convolutions

Sparse ConvNeXt
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FCMAE: Fully Convolutional Masked Autoencoder
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Add mask tokens

Sparse ConvNeXt



sparse conv

FCMAE: Fully Convolutional Masked Autoencoder

Input

Reconstruct masked patches

Sparse ConvNeXt ConvNeXt Block



sparse
conv

FCMAE: Fully Convolutional Masked Autoencoder

Input

After pre-training, the weights are converted back to standard layers without requiring special handling.

Sparse ConvNeXt ConvNeXt Block



The impact of FCMAE

Train & Test Protocol
• 800ep Pre-training on ImageNet-1K train
• 100ep Fine-tuning on ImageNet-1K train
• Test on ImageNet-1K val

FCMAE pre-trained ConvNeXt surpasses random initialization but lags 
behind the original supervised setup.



Feature Collapse with Dead or Saturated Neurons
Feature collapse detected in the dimension-expansion MLP layers in FCMAE 
pre-trained ConvNeXtV1 blocks (more analyses on appendix!).

←



GRN: Global Response Normalization
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𝐻 𝐶
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𝛸! 𝒩(||X!||) =
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1) Global feature aggregation
2) Feature normalization
3) Feature calibration

Two lines of code are all you need!



ConvNeXt V2
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Impact of GRN



Co-design Matters

When the architecture and the objective are co-designed and used
together, masked modeling becomes effective for ConvNeXt.



Model Scaling



State-of-the-art Classification Accuracy

ImageNet-1K fine-tuning results using ImageNet-21K labels



Transfer Learning

COCO detection ADE20k segmentation



Conclusion

• ConvNeXt V2: Co-design of objective (FCMAE) and architecture (GRN)

• Broader complexity models and better performance

• Strong scalability
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