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Summary
• We propose EqMotion, the first motion 

prediction model that theoretically ensures 
sequence-to-sequence motion equivariance.

• We propose a novel invariant interaction 
reasoning module, in which the captured 
interactions between agents are invariant to 
the input motion.

• We conduct experiments on four types of 
scenarios and find that EqMotion is applicable 
to all these different tasks, and importantly 
outperforms existing state-of-the-art 
methods on all the tasks. 
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Autonomous driving Sports Tracking and Surveillance

Given the past trajectories, predict the future trajectories for multiple interactive agents
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Motivation
• How to employing this principle into a network ?

Previous methods — Normalization or data augmentation

• Unable to guarantee the equivariance property 
• Bringing more learning burden

Our EqMotion — Embed this principle directly into the network structure!

• Theoretically robust to arbitrary Euclidean transformations 

• Reducing the network’s learning burden 



Methodology - EqMotion

Traditional vector feature 
-> cannot be operated by Euclidean transformation
-> network cannot maintain equivariance 

• Feature Description
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Methodology - EqMotion
• Feature Description

Geometric 
features

C×n matrix

• Preserves equivariant property

• Preserve motion attributes that 

are sensitive to Euclidean 

geometric transforms 
Pattern 

features

D -Vector

• Preserves invariant property

• Preserve motion attributes that 

are independent to Euclidean 

geometric transforms 
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• Overview

1. Feature initialization

2. Invariant reasoning

3. Equivariant geometric feature learning

4. Invariant pattern feature learning

5. Equivariant output layer



Methodology - EqMotion
• Overview

All network operation satisfy:

• Geometric feature – Equivariant!

• Pattern feature – Invariant!
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• Scenario 1: Particle Dynamic Prediction 

On reasoning:
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Experiment
• Scenario 1: Particle Dynamic Prediction 

On prediction:

Accurate prediction!



Experiment
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Experiment
• Scenario 1I:  Molecule Dynamic Prediction 

Accurate prediction on all kinds of molecules!



Experiment
• Scenario III:  Human Skeleton Motion Prediction 



Experiment
• Scenario III:  Human Skeleton Motion Prediction 

Far more accurate prediction without any specific design for human skeleton!



Experiment
• Scenario IV:  Pedestrian Trajectory Prediction 
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Experiment
• Data efficiency

Outperform SOTA by only 30% data! 



Experiment
• Model Size



Experiment
• Model Size

Less than 30% of other SOTA models’ sizes ! 



Thanks for your listening!

Siheng Chen

Our Team

Question/comments: xcxwakaka@sjtu.edu.cn

Code: https://github.com/MediaBrain-SJTU/EqMotion

Chenxin Xu Robby. T. Tan Yu Guang Wang Xinchao Wang Yanfeng Wang


