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LONG-TAILED RECOGNITION

What is long-tailed recognition?

¡ Training samples exhibit a long-tailed class distribution,
where a small portion of classes have a massive number
of sample points but the others are associated with only a
few samples.

¡ The trained model can be easily biased towards head
classes with massive training data, leading to poor model
performance on tail classes that have limited data.

¡ Existing LTR methods seldom train Vision Transformers
(ViTs) with Long-Tailed (LT) data, while the off the-shelf
pretrain weight of ViTs leads to unfair comparisons.



We train the vision transformers from scratch with Long-Tailed data.

In summary, our main contributions:

¡ To our best knowledge, we are the first to investigate training ViTs from scratch with LT data
systematically.

¡ We pinpoint that the masked generative pretraining is robust to LT data, which avoids the
toxic influence of imbalanced labels on feature learning.

¡ With a solid theoretical grounding, we propose the balanced version of BCE loss (Bal-BCE),
which improves the vanilla BCE by a large margin in LTR.

¡ We propose LiVT recipe to train ViTs from scratch, and the performance of LiVT achieves
state-of-the-art across various benchmarks for long-tailed recognition.

ABSTRACT



PREVIOUS RECIPES TO TRAIN VIT-B

¡ Previous recipes are difficult to train vision transformers.

¡ Self-supervised training is more robust than label-supervised methods.

¡ We select masked generative pretraining to learn feature from LT data.

Top-1 accuracy (%) of different recipes to train ViT-B-16 from scratch 
on ImageNet-LT/BAL. All perform much worse on LT than BAL. 



START FROM BALANCED CROSS-ENTROPY

¡ Balanced Cross-Entropy (BalCE) is proposed by
Ren et al in NeurIPS 2020, which reweight the
softmax logits with training instance numbers.

¡ If we implement it via logit adjustment, we have
the following theorem 1.

¡ The bias item of logits will be the negative log
of the number of training samples.



BALANCED BINARY CROSS ENTROPY

¡ Why binary cross-cross-entropy?

¡ Generally, Binary Cross-Entropy loss performs 
better than Cross-Entropy loss when collaborating 
with ViTs.

¡ It fails to catch up with widely adopted Balanced 
Cross-Entropy loss and shows severe training 
instability in LTR.

¡ Following Ren et al, we add the training instance
numbers to the sigmoid logits.



A SIMPLE PROOF

¡ We start by revising the sigmoid activation function:

¡ If we view it as the binary version of softmax, ex (e0) will be the normalized probability to 
indicate yes (no).



A SIMPLE PROOF

¡ Considering the log-sum-exp for numerical stability:

¡ Please refer to Supp for another derivation from the Bayesian Theorem perspective.



INTERPRETATION

¡ Similar to Bal-CE , it enlarges the margins to 
increase the difficulty of the tail (smaller πyi ). 

¡ Bal-BCE further reduces the head (larger πyi ) 
inter-class distances with larger positive values. 

¡ BCE is not class-wise mutually exclusive, and the 
smaller head inter-class distance helps the 
networks focus more on the tail’s contributions.



PIPELINE

¡ MGP for feature learning.
¡ This stage adopts the masked auto encoder.

¡ BFT for unbiased classifier learning.

¡ This stage adopts the Bal-BCE loss.



EXPERIMENT



EXPERIMENT

Performance on ImageNet-LT with different LT loss.



EXPERIMENT

Top-1 Acc v.s. Model size on ImageNet-LT. Convergence
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