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Background
• Constraint of ViT & DETR Applications: Huge FLOPs

Model FLOPs Memory Usage
ViT[1]-H 162GB 2528MB

DeiT[2]-B 16.8GB 346.2MB
Swin[3]-S 8.7GB 199.8MB

*MB=10242bit, GB=10243bit

• Deploying NNs on NVIDIA Jetson TX2 [4]：

[3] Ze Liu, Yutong Lin, et al. Swin transformer: Hierarchical vision transformer using shifted windows. In Proc. of ICCV, 2020

[1] Alexey Dosovitskiy, et al. An image is worth 16x16 words: Transformers for image recognition at scale. arXiv:2010.11929, 2020
[2] Hugo Touvron, Matthieu Cord,et al. Training data-efficient image transformers & distillation through attention. In Proc. of ICML, 2020

[4] https://www.nvidia.cn/autonomous-machines/embedded-systems/jetson-tx2/

non real-time computation 
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Baseline of Quantized DETR
1. Quantized DETR scheme

Symmetric weight quantization: 

Asymmetric activation quantization: 
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Baseline of Quantized DETR
2. Quantized MHA
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Baseline of Quantized DETR
3. Challenge Analysis

Quantizing query, key, value 

and attention weight brings 

the most significant drop
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Framework and Proposed Q-DETR
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Framework and Proposed Q-DETR
1. Information Bottleneck of Q-DETR
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Framework and Proposed Q-DETR
2. Distribution Rectification Distillation

Inner-level optimization:  
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Framework and Proposed Q-DETR
2. Distribution Rectification Distillation

Upper-level optimization:  
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Experiments and Results
Ablation Study
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Experiments and Results
Main Results on VOC For DETR-R50:

• compared with
the 8-bit PTQ method, our 4-bit Q-DETR achieves a 
much larger compression ratio than 8-bit VT-PTQ, but 
with a bit of performance improvement (82.7% vs. 
82.3%).

• Q-DETR-R50 boosts the performance of 2/3/4-bit 
baseline by 6.7%, 5.3% and 4.7% AP with the same 
architecture and bit-width

For SMCA-DETR-R50:
• Q-DETR with SMCA-DETR-R50 outperforms the 

2/3/4-bit Baseline method by 6.3% , 5.1% and 3.8% 
on AP50, a large margin. 

• Compared with 8-bit post-training quantization 
methods, our method achieves a significantly
higher compression rate and comparable performance
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Experiments and Results
Main Results on COCO For DETR-R50:

• Q-DETR-R50 boosts the performance 
of 2/3/4-bit baseline by 4.8%, 3.8% 
and 5.1% AP with the same 
architecture and bit-width

• 2/3/4-bit Q-DETR-R50 achieves 
computation acceleration and storage 
savings by 16.07x/11.23x/6.57x and 
15.88x/10.60x/7.99x, compared to 
real-valued ones.

For SMCA-DETR-R50:
• 4-bit Q-SMCA-DETR-R50 

theoretically accelerates 6.42x with 
only a 2.7% performance gap com-
pared with the real-valued counterpart
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Conclusion
lThis paper introduces a novel method for training quantized 

DETR (Q-DETR) with knowledge distillation to rectify the 
query distribution. 

lQ-DETR generalizes the information bottleneck (IB) principle 
and leads a bi-level distribution rectification distillation. We 
effectively employ a distribution alignment module to solve 
inner-level and a foreground-aware query matching scheme to 
solve upper level. 

lAs a result, Q-DETR significantly boosts performance of low-
bit DETR. Extensive experiments show that Q-DETR 
surpasses state-of-the-arts in DETR quantization.
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Thank you for listening


