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Introduction

[1] Deep Long-Tailed Learning: A Survey. IEEE TPAMI, 2022.

• Borrow from [1] • We use DLTR short for Deep Long-Tailed Recognition
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Introduction

• Cost Sensitive Re-balancing: LDAM-DRW[1](NeurIPS’19), BalancedSoftmax[2](NeurIPS’20)
• Loss function

• Augmentation-based Re-balancing: M2m[3](CVPR’20), RSG[4](CVPR’21)
• Data generation

• Decoupling-based: MiSLAS[5](CVPR’21), GCL[6](CVPR’22)
• Representation

[1] Learning Imbalanced Datasets with Label-Distribution-Aware Margin Loss. In NeurIPS 2019.

[2] Balanced Meta-Softmax for Long-Tailed Visual Recognition. In NeurIPS 2020.

[3] M2m: Imbalanced Classification via Major-to-minor Translation. In CVPR 2020.

[4] RSG: A Simple but Effective Module for Learning Imbalanced Datasets. In CVPR 2021.

[5] Improving Calibration for Long-Tailed Recognition. In CVPR 2021.

[6] GCL: Long-tailed Visual Recognition via Gaussian Clouded Logit Adjustment. In CVPR 2022.

But seldom works research on parameter perturbation
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Introduction

[1] Fantastic generalization measures and where to find them. In NeurIPS 2019.

Parameter Perturbation Solutions in General Optimization Problem

• General Flattening
• SWA[1] (NeurIPS’19), SAM[2] (ICLR’21), 

GPN[3] (ICML’22)

• Post Flattening
• PoF[4] (ICML’22)

• Applications
• FS-DGPM[5] (ICLR’21), F2M[6] (NuerIPS’21), 

rwSAM[7] (ICLR’22)
A flatter minima usually indicates better generalization

[2] Sharpness-aware minimization for efficiently improving generalization. In ICLR 2021.

[3] Penalizing Gradient Norm for Efficiently Improving Generalization in Deep Learning. In ICML 2022.

[4] PoF: Post-Training of Feature Extractor for Improving Generalization. In ICML 2022.

[5] Flattening Sharpness for Dynamic Gradient Projection Memory Benefits Continual Learning. In ICLR 2021.

[6] Overcoming Catastrophic Forgetting in Incremental Few-Shot Learning by Finding Flat Minima. In NeurIPS 2021.

[7] Self-supervised Learning is More Robust to Dataset Imbalance. In ICLR 2022.

Continual Learning

Imbalanced Learning
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Are current DLTR models have flat minima? 
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Motivation

• We investigate the local minima status of
mainstream DLTR models:
• ERM (CE), LDAM-DRW, MiSLAS, GCL

• We randomly perturbate the trained model
5 times and observe their vary loss values.

LDAM-DRW and GCL have sharper minima than
CE, which indicates a castle of DLTR models
lack of flat minima.

The loss function values of LDAM-DRW and
GCL fluctuate more than CE.
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Motivation

• We investigate 4 popular flattening operations:
• SWA[1], Spectral Normalization (SN)[2],

Gradient Penalization (GP)[3], Model
Perturbation (MP)[4]

Can current flattening operations help?

7

[1] Asymmetric valleys: Beyond sharp and flat local minima. In NeurIPS 2019.

[2] Large-scale gan training for high fidelity natural image synthesis . In ICLR 2019.

[3] Penalizing Gradient Norm for Efficiently Improving Generalization in Deep Learning. In ICML 2022.

[4] Overcoming Catastrophic Forgetting in Incremental Few-Shot Learning by Finding Flat Minima. In NeurIPS 2021.

The results demonstrate that a naïve
integration of general flattening operations
with DLTR models can hardly bring
improvements.



8

Framework
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More details please refer to our paper!

A Close Look at the Characteristic Radius of Flat Minima：

Theorem 1: (Perturbative PAC-Bayesian Generalization Bound)
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Framework
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A Close Look at the Characteristic Radius of Flat Minima：

Theorem 1: (Perturbative PAC-Bayesian Generalization Bound)
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𝒑𝒔(𝒚) ≠ 𝒑𝒕(𝒚)

In long-tailed problem:
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Class-Conditional Perturbation:



10

Framework

Ƹ𝜖𝑐
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Stage 1

Stage 2
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Evaluation

CC-SAM achieves the state-of-the-art performance
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Evaluation

• CC-SAM shows competitive on large scale
datasets.

• CC-SAM generally improves medium and
tail classes.

• As a theoretical motivated variant, CC-SAM
outperforms the naïve application of SAM,
which demonstrates the superiority of
class-conditional perturbation.
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Evaluation

OLTR evaluation[1] demonstrates CC-SAM learns a robust representation

[1] Open Long-Tailed Recognition In A Dynamic World. IEEE TPAMI, 2022.
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Micro Benchmark

• Stage 1 + dir: enforce parameter perturbation along the recommended direction with

magnitude of 1.

• Stage 1 + mag: enforce perturbation with the recommended magnitude in a random direction.

Both magnitude and direction contribute
to the performance, which demonstrates
the superiority of our derived class-
conditional perturbation.
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Visualization
CE

LDAM-DRW

M2m

MiSLAS

GCL

CCSAM
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Thanks for your listening!

Feel free to contact us if you are interested in our work!

zzp1994@mail.ustc.edu.cn, lanqingli1993@gmail.com

github.com/zzpustc/CC-SAM
Poster: # TUE-AM-333

Contact Information

mailto:zzp1994@mail.ustc.edu.cn
mailto:lanqingli1993@gmail.com
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