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0. Summary

➢ We propose a novel AME that provides a unified 

multimodal semantic-rich emotion space, allowing 

flexible emotion control and unseen emotion 

generalization, which is the first attempt in this 

field.

➢ We propose a novel HEF to hierarchically learn 

the facial deformation by sufficiently modeling the 

interaction among emotion, source appearance, 

and drive geometry for the high-resolution one-

shot generation.

➢ Abundant experiments are conducted to 

demonstrate the superiority of our method for 

flexible and generalized emotion control, and 

high-resolution one-shot talking face animation 

over SOTA methods.

Contributions：



1. Introduction

➢ How to explore a more semantic 

emotion embedding to achieve 

better generalization for unseen 

emotions.

➢ Could we construct multi-modal 

emotion sources into a unified 

feature space to allow a more 

flexible and user-friendly emotion 

control

➢ How to design a high-resolution 

identity-generalized generator



1. Method - AME



1. Method - EAC



1. Method - HEF



2. Experiments - Qualitative Results



2. Experiments - Quantitative Results



2. Experiments - Analysis



2. Experiments - Analysis



2. Experiments - Ablation Study



2. Experiments - Ablation Study



2. Experiments - Ablation Study



Thanks for your listening!

Website:      april.zju.edu.cn
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