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Cross-Domain Few-Shot Image Classification

• Training the model on 
one / multiple training 
domain (s).

• When inference, tuning 
the model with limited 
samples (i.e. 5 or 25) 
from a different domain.



Key Problems of the Task

•Domain Generalization: A more general model that 
absorbs domain-general knowledge from the training 
domain (s) effectively. 

•Domain Adaptation: A model that is easy to adapt to 
a novel domain with only limited samples for 
finetuning. 



Our Solution: Prompting-to-Disentangle 
• We take advantage of domain-general knowledge and domain-specific knowledge 

in regard to generalization and adaptation problems, respectively, with the 
Domain-General (DG) and Domain-Specific (DS) Prompts.
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Visual Prompt 

Standard Prompt

• Prompts are the vectors that are 
attached to the input features to 
modify the mapping of the pre-
trained model.

• Different prompts are trained 
regarding different downstream 
tasks.

Prompt in ProD

• Prompts vectors and the full model 
are trained simultaneously in the 
training phase.

• Trainable prompt parameters are 
fixed during the inferences phase  

• DS and DG prompts are trained for 
the same classification task by 
absorbing domain-general and 
domain-specific knowledge, 
respectively.
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Model Overview
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Training PhaseSamples from a training 
domain id fed into the model.

Features extracted by CNN 
backbone. The feature size is 
H*W*D, where D is the 
embedding dim.

For each sample, 
another C samples in 
the batch from C 
different classes of the 
same domain are 
selected to initialize the 
DS prompt.

C is the size of the 
DS prompt. The 
features go through 
global average 
pooling to generate 
the prompt 
initialization of size 
C*D.

Trainable DG prompt of size 
C*D is concatenated with 
the flattened feature 
H*W*D and DS prompt C*D

DG prompt is 
neutralized with 
the batch 
averaged feature 
as shown on the 
right.

After L transformer layers, 
the DS Prompt is GAP and 
fed into the classification 
head of the current domain.

The DG Prompt is GAP and 
fed into the global 
classification heads shared 
by all the training domains.
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Inference Phase

Parameters Fixed

Training Samples 
train a new 
classification head 
whose input is the 
concatenation of 
the DS and DG 
prompt after GAP. 



Overall Loss

• Training Phase Loss:
• ℒ = ℒ! + ℒ" + ℒ#

• Inference Phase Tuning Loss:
• ℒ = ℒ" + ℒ#
• Inference Phase, ℒ" and ℒ# are generated from 

new classification heads



Effectiveness of ProD
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Ablations

Effectiveness 
of DG prompt 
neutralization

Effectiveness 
of local 

classification 
for DS prompt

Effectiveness 
of DG promptEffectiveness 
of DS prompt

Using DG and DS 
prompt output 
only for inference 
achieves the 
highest accuracy

For both prompts, 
accuracy goes up 
as prompt size 
increases before 5

For both prompts, 
accuracy decreases 
gradually as prompt 
size increases after 5

Peak Point: Prompt Size 5



Ablations

Accuracy goes up 
as transformer 
depth increases 
before 2

Accuracy 
decreases as 
transformer depth 
increases after2

Peak Point: Transformer Depth 2



Computational Cost



Thank You


