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Key Milestones of Transformer

Solely based on attention 

mechanism, the Transformer is 

proposed and shows great 

performance on NLP tasks.

2017.6 | Transformer

A huge transformer with 

170B parameters, takes a 

big step towards general 

NLP model.

2020.5 | GPT-3

Applications of transformer 

model on low-level vision, 

segmentation and multimodality 

tasks, respectively.

End of 2020 | IPT/CLIP

Pre-training transformer 

models begin to be 

dominated in the field of NLP.

2018.10 | BERT

A simple yet effective 

framework for high-level vision 

by viewing object detection as a  

direct set prediction problem

2020.05 | DETR

Pure transformer architectures 

work well for visual recognition.

2020.10 | ViT

Variants of ViT models, e.g., DeiT, PVT, 

Swin, Uniformer, OrthoT (our group), 

STViT (our group)

2021- Now | ViT Variants

2022-Now | Stable Diffusion, ChatGPT

Some breakthrough transformer models 

for practical applications, such as AIGC, 

Conversational AI.

The vision Transformer models are marked in red.

Foundation models in NLP and CV:

local feature: HOG, SIFT

sparse rep.: half-quadratic 

(our group)

CNN: AlexNet, ResNet, 

LightCNN (our group)

Before 2018  



Introduction

• Task: general vision Transformer backbone design.

• Applications: image classification, object detection, instance segmentation

and semantic segmentation, etc.

• Research Highlight:

• a general vision transformer backbone, STViT,

• access efficient and effective global context modeling at the early stages of

a neural network



Motivation

• Existing methods: suffer from high redundancy in capturing local features for

shallow layers. Local self-attention or early-stage convolutions sacrifice the

capacity to capture long-range dependency

• Challenge: Can we access efficient and effective global context modeling at the

early stages of a neural network?

• We draw inspiration from the design of superpixels, and propose a simple yet

strong super token attention (STA) mechanism with three steps: 1) Super Token

Sampling, 2) Self-Attention for Super Tokens, and 3) Token Upsampling
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Method

Token & Super Token Association

Super Token Update

Token Upsampling

Super Token Attention

The architecture of Super Token Vision Transformer (STViT).

Architecture variants of STViT
Visualization of super tokens from initial grid to learned ones.



Method

access efficient & effective global context modeling at early stages

Visualization of early-stage attention maps for different vision transformers



Experiments

Performance comparison on ImageNet-1K classification

Semantic segmentation with Upernet on ADE20K

Ablations of STViT



Experiments

Object detection and instance segmentation with Mask R-CNN on COCO val2017
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