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(a) Representing diverse face details (b) Finding proper lip-codes
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Talking Face Synthesis

• Methods:

1. Reconstruction based methods (Wav2Lip)

2. Implicit representation methods (AD-NeRF)

• Limitations:

1. Low resolution and qualities (LRW and LRS2), leading to the learned model an
unsatisfying synthesis quality

2. A limited number of identities (Obama), which requires training a specific model 
for each person and it is hard to generalize to unseen portraits



Talking Face Synthesis

Could these image datasets benefit the generation of a talking portrait ?

ü The answer is a big yes!

There are many publicly available datasets of high-resolution face images, 
e.g., the FFHQ dataset contains 70,000 identities with 1024	×	1024 
resolutions



LipFormer

• HQ Codebook

Ø This stage aims to learn the codebooks, so that they can
be retrieved to generate HQ talking face images



LipFormer

• LipFormer
Ø This stage aims to predict lip-codes
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