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label-consistency vs. label-agnostic
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The mechanism of existing UEs

• Error-minimizing noise reduces 
the training loss of the model to 
zero to make the model think 
"there is no more information to 
learn"[1].

• Adversarial Poisoning uses the 
concept of non-robust features [2] 
to make the model to learn the 
wrong non-robust features [3] .

[1] Unlearnable examples: Making personal data unexploitable, ICLR 2021.
[2] Adversarial Examples Are Not Bugs, They Are Features, NeurIPS 2019.
[3] Adversarial examples make strong poisons,  NeurIPS 2021.
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Universal Adversarial Perturbation

[1] Universal adversarial perturbations, CVPR2017.
[2] ImageNet Pre-training Also Transfers Non-robustness, AAAI2023.

• Universal Adversarial Perturbation 
(UAP) is a class-wise perturbation 
that fools the model after being 
applied to any image [1].

• It can both "overwrite" the original 
semantic features in the image 
and work "independently" [2]. 
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Unlearnable Clusters (UCs)

Achieving breaking uniformity and discrepancy without relying 
on label information (classification layer).
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K-means initial

- Given surrogate model 𝑓𝑓𝑠𝑠, 
the clean dataset 𝐷𝐷𝑐𝑐 is fed 
to extract the representation 
matrix 𝐸𝐸 = [𝑒𝑒1, … , 𝑒𝑒𝑘𝑘], and 𝑘𝑘。
is the number of class.

- K-means is then applied on 
the representation matrix to 
detect 𝑝𝑝 number of clusters
𝐶𝐶 = {𝐶𝐶1, … ,𝐶𝐶𝑝𝑝},
where 𝜇𝜇𝑐𝑐 = {𝜇𝜇𝐶𝐶1 , … , 𝜇𝜇𝐶𝐶𝑝𝑝}。
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Disrupting Discrepancy and Uniformity

- The clusters are first 
"aggregated" and then "spun".

- Each cluster has a fixed 
cluster-wise noise, which 
means that 𝑝𝑝 noise is 
generated.
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Methodology
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Surrogate model

• The choice of surrogate models is an understudied 
problem in both unlearnable examples and 
adversarial examples.

• Representation capability and data coverage 
capability.

• This paper also explores the use of CLIP as a 
surrogate model.
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Experiments
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Experiments
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Experiments
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Experiments
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