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Background

Any Structural Pruning



Background

Grouping: The challenge in Any Structural Pruning

Network Importance 
Evaluation

Remove the least 
important neuron Fine-tuningGrouping

Pruning structures
(Structural) Must be pruned 

simultaneously
in structural pruning



Background

Challenge: The grouping patterns vary widely across different models 

These dependencies make it difficult to prune different networks 



Background

Introducing DepGraph

Manual Pruning (ICCV):

v.s.

DepGraph: an automatic pipeline for structural pruning
1. Building DepGraph

2. Grouping

3. Pruning



Methodology

𝐺!" = #1, if layer i, j in the same group
0, otherwise

q Formalizing the grouping step:

Finding a grouping graph 𝐺 so that

Grouping graph of DenseNet-121 Grouping graph of ResNet-50 Grouping graph of ViT-Base

Issue: no empirical and explicit rule for building this graph



Methodology

Grouping graph of ResNet-50

q Our solution: Dependency Graph

Transitive
Reduction

Dependency graph of connected layers

Leveraging the transitive property of dependency for simplification (transitive reduction):

Layer A

Layer B Layer C

Layer A Layer B Layer C
Simplified

We only need to handle local relations

Connected 
Components

(DFS)



Methodology

q Different pruning schemes for inputs & outputs

Remove input channels Remove output channels

q Network Decomposition

A layer 𝑓!
𝑓!" 𝑓!#

Connectivity: adjacent layers Self-dependency: coupled inputs & outputs (e.g. ReLU, BN)

q Modeling local dependency 



Methodology

Maximal Connected Components

q Algorithms



Methodology

q Generalizing DepGraph to

- Vision Transformers

- RNNs

- YOLO v7 / YOLO v8

- LLMs

- HuggingFace Diffusers

- TorchVision Models (95%)

- … 



Methodology

q Group Importance v.s. Layer Importance

Assigning different weights 𝛾 to different groups



Experiments
q Pruning results on CIFAR & ImageNet



Experiments
q Text, 3D point cloud, graph and more



Experiments
DepGraph & the derived Grouping Graph



Projects
q Pruning in 3 lines

q Grouping Example: pruning resnet18.conv1



Conclusion

Network Importance 
Evaluation

Remove the least 
important neuron Fine-tuningGrouping

This work

DepGraph: a simple way to prune any neural network

Previous works



Thanks for Watching


