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Motivation

SSOD Performance

Under this basic SSOD pipeline, FCOS achieves a

relatively limited improvement compared with Faster

RCNN.

The root lies in the selection and assignment ambiguity 

of pseudo lables. 



Analysis: Selection Ambiguity

Selection ambiguity of pseudo labels：
The mismatch between classification scores and localization quality affects the selection of high-quality 

pseudo labels, suppressing the semi-supervised performance.

Score: 0.89  IoU: 0.91

Score: 0.95  IoU: 0.46



Analysis: Assignment Ambiguity

True Positive False Negative False Positive

Assignment ambiguity of pseudo lables：
The box-based assignment is naturally not robust to inaccurate pseudo boxes and missed objects, 

generating many false negatives and false positives.



Method: Joint-Confidence Estimation

Joint Confidence መ𝑆:

መ𝑆 = መ𝑆𝑐𝑙𝑠 ∗ መ𝑆𝑖𝑜𝑢

Learning Target 𝑆:

Labeled

Unlabeled

Classification Loss 𝐿𝑐𝑙𝑠:

𝐿𝑐𝑙𝑠 = 𝐹𝑜𝑐𝑎𝑙𝐿𝑜𝑠𝑠( መ𝑆, 𝑆)

Core idea：
To mitigate the selection ambiguity，JCE aims to predict the joint confidence of the classification and 

localization for pseudo-label selection.



Method: Task-Separation Assignment

Classification Mining:

All candidates participate in the consistency learning 

to mimic the classification responses of the teacher.

Localization Mining:

Select potential positives according to their similarity 

with positives.

Potential Positives

Positives

Negatives

Ambiguous Candidates

Divide Samples:

Employ neg and pos threshes to divide samples into 

negatives, positives, and ambiguous candidates.

Core idea：
To alleviate the assignment ambiguity, TSA assigns labels based on pixel-level predictions rather than 

unreliable pseudo boxes, and further exploits potential positives for the classification and localization task 

separately.



Method: Framework of ARSL



Experiments: Comparison with SOTA



Experiments: Ablation Studies



Experiments: Ambiguity Mitigation
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