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Background and Motivation

• GANs have achieved great successes in various image generation tasks:
Ø Image-to-image translation
ØDomain adaptation
Ø Super resolution 
Ø Image in-painting 

• Training effective GANs requires large amounts of training data:
ØDiscriminator over-fitting without sufficient data
ØData collection is laborious and time-consuming 
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Background and Motivation

• Previous solution to mitigate overfitting
ØData augmentation
ØModel regularization

• Our solution:
ØKnowledge distillation
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Proposed Method: KD-DLGAN

• Synthesis Framework
• Correlated Generative Knowledge Distill
• Aggregated Generative Knowledge Distill
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Proposed Method: KD-DLGAN

• Experimental Data

– CIFAR

Ø 50K training images and 10k test images

Ø Resolution: 32 * 32

Ø 100%, 20%, 10% samples

– 100 Shot

Ø 100-shot Obama, Grumpy cat, Panda

Ø Resolution: 256 * 256

Ø All  samples

– AFHQ 

Ø 160 AFHQ-Cat images and 389 AFHQ-Dog images 

Ø Resolution: 256 * 256

Ø ALL  samples

– ImageNet

Ø 1.2M training images  

Ø Resolution: 64 * 64

Ø 10%, 5%, 2.5% samples
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Proposed Method: KD-DLGAN

• Synthesis Results (100 Shot and AFHQ)
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Proposed Method: KD-DLGAN

• Synthesis Results (CIFAR)



11

Proposed Method: KD-DLGAN

• Synthesis Results (ImageNet)
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Proposed Method: KD-DLGAN

• Ablation Study
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Proposed Method: KD-DLGAN

• Discussion 1 
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Proposed Method: KD-DLGAN

• Discussion 2 
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Proposed Method: KD-DLGAN

• Discussion 3 
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Thank you for your attention


