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Motivation

Noise-aware Mask induces Better Results!

Noise-unaware Mask   VS   Noise-aware Mask

Difference in Activation Maps



Contribution

l We propose a novel self-supervised adversarial noisy masking method named 
SANM to explicitly impose regularization for LNL problem, preventing the 
model from overfitting to less informative regions from noisy data;

l A label quality guided masking strategy is proposed to differently adjust the 
process for clean and noisy samples according to the label quality estimation. 
This strategy modulates the image label and the ratio of image masking 
simultaneously;

l A self-supervised mask reconstruction auxiliary task is designed to 
reconstruct the original images based on the features of masked ones, which 
aims at enhancing generalization by providing noise-free supervision signals.

[1] Masked Autoencoders Are Scalable Vision Learners. CVPR2022



Framework

AMR: Adversarial Mask Generation NLR: Noisy Label Regularization SMR: Self-supervised Masking Reconstruction



Adversarial Noisy Masking

Label Regularization
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Self-supervised Masking Reconstruction

Overall Objective



Dataset
Simulated Noisy Dataset: CIFAR-10/100

Real-world Noisy Dataset: Clothing1M

Algorithm



Experiment
Results on Simulated & Real-world Noisy Datasets



Experiment Component Analysis

Comparison with Masks from Pre-trained Backbones



Experiment



Experiment



https://github.com/yuanpengtu/SANM
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