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Background & Motivation

• Model quantization is a crucial step for deploying super resolution (SR) networks on mobile devices.

• Existing works focus on quantization-aware training (QAT), which requires complete dataset and 

expensive computational overhead.

• On the contrast, post-training quantization (PTQ) only requires a few unlabeled calibration images 

without training, which enables fast deployment on various devices within minutes.



Background & Motivation

• Different from the image classification, super resolution requires accurate prediction for each pixel of 

the output images, which is much sensitive to low-bit compression for feature maps. 

• We observe three properties of their distributions that are much unfriendly to quantization:

◼ Long-tailed ◼ Asymmetric ◼ Highly-dynamic



Building Accurate Post-training quantization for SR

we propose a coarse-to-fine method to get the accurate quantized SR model with post-training quantization. 

➢ We first introduce the density-based dual clipping (DBDC) to cut off most of the outliers for narrowing the 

distribution to a valid range

➢ Then utilize pixel-aware calibration (PaC) to help the quantized network fit the highly dynamic activations 

for different samples



What is the Model Quantization

There are three steps in tensor quantization: 

(1) Truncate the tensor 𝑥 into range [𝑙, 𝑢], 

(2) Map the floating-point tensor of the range 𝑙, 𝑢 to the integer tensor of the range [0, 2𝑛 − 1], 

(3) Reconstruct the floating point tensor from the integer tensor.



Density-based Dual Clipping

◼ DBDC Aims to cut off outliers of activations, help narrow the distribution to a valid range.

1. We first divide the original activation 𝑥 into the 𝑁 equal interval based on its min-max value

2. By comparing the density values between the position of 𝑙𝑎 and 𝑢𝑎 iteratively, we make the 

clipping position with smaller density closer to the middle

3. The global bounds 𝑙𝑎 and 𝑢𝑎 are updated by the exponential moving average (EMA) method



Pixel-aware Calibration

◼ PaC finetunes these clipping parameters for fitting the highly-dynamic feature maps.

1. With the unlabeled calibration images and full-precision pretrained model, we can get outputs and 

the middle feature maps for different layers  to build a dataset for finetuning

2. Then we construct the PaC loss between the output and feature maps of middle layers for full-

precision model and quantized model

3. To stabilize the finetune process, we further propose to iteratively optimize the clipping 

parameters of weights and activations instead of finetuning them together.



Experimental Results on EDSR



Experimental Results on SRResNet



Combined with QAT



Ablation study & Visualization



Thank you!
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