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Vision-Language Pretraining (VLP)

VLP aims to pretrain the model by mining multimodal associations from large-scale 
unlabeled image-text data, serving as an initial stage for subsequent finetuning.
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Vision-Language
Pretraining Model

Finetuing

Diverse Vision-Language Tasks [Kushal et al.]

[1] Kafle, Kushal, et al. "Challenges and prospects in vision and language research." Frontiers in Artificial Intelligence 2 (2019): 28.
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Overview
• We propose a new pretraining objective, i.e., Free language modeling (FLM), for accelerating 

vision-language pretraining.

• FLM frees the prediction rate from the constraints of the corruption rate, enabling an appealing 
100% prediction rate for better convergence.

• With less than 50% pretraining time, FLM could achieve competitive performance on both 
vision-language understanding and generation tasks.



• Masked Language Modeling (MLM) 
• Mask ratio mainly in 15%-40%, 
• Large portion of output tokens is 

not utilized, impeding efficiency
• E.g., VLBERT, VisualBERT, BEiT3

Full Mask Causal Mask

Can we accelerate the convergence of VLP by predicting 100% tokens 
like AR meanwhile achieving competitive performance with MLM? 

MLM AR Semi-Causal Mask PrefixLM

• Auto-regressive (AR)
• 100% output tokens are utilized
• Converge faster with high efficiency
• Inferior performance on VL 

understanding tasks
• E.g., Coca

• Others (mainly in NLP)
• Prefix Language Modeling
• Permuted Language Modeling
• General Language Modeling

image imageimage

Language tokens

Related Work: Language Modeling

Language tokens Language tokens
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Prediction Rate in MLM
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Increasing prediction rate helps convergence.

Transformer (Full Mask)

image corruption rate: 𝑟!"## =
#!"##%&'() *+&%' '",(+-

#*+&%' ,"(+-

prediction rate: 𝑟&#() =
#"%'&%' '",(+- ."# /"-- !0/!%/0'*"+

#*+&%' ,"(+-

Validation loss NLVR Accuracy



• Efficiency: Increase 𝑟&#()
• Auto-regressive LM: 𝑟&#() = 100% 
• MLM: 𝑟&#() can not be larger due to the coupling between 𝑟&#() and 𝑟!"##
• FLM (Ours): 𝑟&#() = 100%

How to increase efficiency while keeping competitive performance?

• Performance: find the best 𝑟!"##  & Bidirectional context modeling
• Auto-regressive: uni-directional context à unsatisfied performance
• MLM: 𝑟&#() is coupled with and 𝑟!"##
• FLM (Ours): Decouple 𝒓𝒑𝒓𝒆𝒅 and 𝒓𝒄𝒐𝒓𝒓 , and use bidirectional context

80% 60% 40% 20% 0%

Corruption Rate: 50%Prediction Rate:   100%

Auto-regressive LM

40% 40%

Prediction Rate:     40% Corruption Rate: 40%

MLM
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The proposed Free Language Modeling

Left-to-right context Right-to-left context

• Decomposed bidirectional encoding
• Left-to-right
• Right-to-left

Language sequence Reversed sequence

𝑥! 𝑥" 𝑥# 𝑥$ 𝑥% 𝑥% 𝑥$ 𝑥# 𝑥" 𝑥!
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20% 20% 20% 20% 20% 40% 40% 40% 40% 40% 20% 40% 60%

Prediction Rate:   100%
Corruption Rate:  20% 

Prediction Rate:   100%
Corruption Rate:  40% 

Prediction Rate:   60%
Corruption Rate:  40% 

Casual mask

The proposed Free Language Modeling

• constructing reconstruct tasks via feature 
recombination 
• Customized cross-attention masks
• Flexible combination between 𝑟!"## and 𝑟$#%&

Reconstruction task 1 Reconstruction task 2 Reconstruction task 3

𝑥! 𝑥" 𝑥# 𝑥$ 𝑥% 𝑥% 𝑥$ 𝑥# 𝑥" 𝑥! Reverse Casual mask

• Decomposed bidirectional encoding
• Left-to-right
• Right-to-left

Language sequence Reversed sequence
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Vision-Language Pretraining with Free Language Modeling

Vision Transformer: encoding image into tokens
Text transformer: encoding text features, followed by image-text fusion (cross-attention)
Reconstructor: Feature recombination and solving reconstruction tasks

Training objectives: reconstruction loss 𝐿7  + intermediate loss 𝐿*+'(#  (caption loss)
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Experiments: Comparison with Language Modeling

• FLM achieves a 2.5× speed-up over MLM  

• FLM keeps comparable performance on VL understanding tasks and superior 
performance on VL generation tasks.

Pretraining dataset: COCO+VG+SBU+CC3M (4M data)
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Experiments: Corruption & Prediction Rate

• With a 100% prediction rate, FLM benefits from 
a span corruption of 40%. 

• No obvious performance gap between Input-
level corruption and feature-level corruption.

• FLM with a larger prediction rate 
improves performance.

corruption on inputs

corruption on features



12

Experiments: Comparison with SOTA

• Competitive performance on VQA, NLVR2, Image Captioning
• Training with FLM is more efficient than previous methods



Thank you for your listening!

Project Page
https://github.com/TencentARC/FLM


